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FOREWORD

THE POLITICAL L IFE OF 
ENCRYPTION

Laura DeNardis

What happens in cyberspace no Longer stays in cyberspace. a 

ransomware attack on a fuel pipeline company leads to long lines at gas sta-
tions. A healthcare system data breach prevents people from receiving medical 
care. An infiltration into a home video security system leads to egregious viola-
tions of personal privacy. Foreign probing of digital voter rolls reduces trust 
in democracy. And security disruptions to cyber-physical industrial systems 
are also disruptions of our food supply, livelihoods and ability to function in 
daily life.

Being ‘offline’ is no longer a defence against the effects of any of these disrup-
tions. People who have never even been on the Internet can be affected by, for 
example, a data breach of credit card information at their favourite retail store or 
be harmed by a security vulnerability in a telemedicine device. The complication 
of society’s digital dependencies, with all of its undoubted upsides, is that the 
security of everything in life now depends upon strong cybersecurity. Hence, 
cybersecurity is a great human rights issue of our time. Democracy, financial 
transactions, consumer safety and the stability of all industrial sectors now 
depend upon it just as much as personal privacy does.

Strong encryption solves many of these concerns. Yet those who have 
invented the numerous ingenious encryption protocols over recent decades 
sometimes express surprise that widely available and strong encryption is 
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not implemented everywhere in digital society. Is this merely because of the 
cost or processing power required for strong encryption, or something more 
complex?

Encryption is arguably the most politically charged of all Internet technolo-
gies. The ability of governments to apply encryption and break encryption has 
been at the core of diplomatic strategies, foreign intelligence, law enforcement 
and national security approaches for decades. The complication is that encryp-
tion – and especially encryption strength – is a site of contestation and tension 
between competing values, even within a single government. National security 
now requires strong cybersecurity around critical communication and industrial 
systems, and the digital economy. But at the same time, governments also have 
an interest in weak encryption for law enforcement and intelligence gathering 
purposes. Law enforcement personnel sometimes call this the ‘going dark’ prob-
lem, where encrypted messaging and encrypted devices become inaccessible 
for routine evidence gathering. The intelligence necessary for counter-terrorism 
similarly depends upon the ability to access encrypted communications.

Societal requirements for strong encryption – for securing financial transac-
tions, defending infrastructure and protecting the right to privacy – are directly 
opposed to the societal requirement that law enforcement and intelligence agen-
cies need access to encrypted information, or more authoritarian surveillance 
approaches that monitor and control the lives of citizens. This same tension exists 
between privacy and the invasive business models that rely upon personal data 
gathering in exchange for customised online ads. Many of the largest technol-
ogy companies do not charge users for their services but they rank among the 
highest revenue generating institutions on the planet by collecting the personal 
data of users and converting this into revenue.

Responding to these tensions and the dynamic norms around the global 
intersection of security, privacy and social control, different governments have 
established diverse regulatory approaches to encryption technologies, rang-
ing from banning some outright, to restricting exports to certain countries, to 
requiring licenses to use them. Because of the political stakes of encryption, it 
is not surprising that cryptography has sometimes been regulated under the 
same statutes as firearms and munitions.
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In short, cryptography occupies a powerful place in modern society. It is a 
highly politicised lever of power balancing trust in the economy and democracy, 
national security, human safety, individual privacy, and law enforcement and 
intelligence gathering functions.

Considering the stakes, there has not been sufficient examination of encryp-
tion and secure messaging as a central lever of infrastructure politics. Concealing 
for Freedom is a much-needed book that cracks open the black box of encrypted 
secure messaging and discusses the consequences for freedom and online civil 
liberties. Secure messaging and tools are not just born when implemented into 
products or regulated by governments. They are created by design communities. 
And they are shaped by designers who make technical decisions that consider 
risk, threat models, business models, sociopolitical context and technical con-
straints. Decentralised versus centralised? Localisation versus globalisation? 
Anonymous or pseudonymous approaches? What counts as ‘good’ or ‘desir-
able’ security? The standardisation process itself, and design decisions about 
arrangements of architecture, are also arrangements of power.

Fundamental human rights such as personal privacy and free speech, and 
the right to trust in digital infrastructures and economies, are shaped by com-
munication protocols. The tension in protocol design between security and 
privacy has a long history, but it came to the fore after American government 
contractor Edward Snowden’s disclosures about the massive extent of National 
Security Agency (NSA) surveillance. Internet protocol designers immediately 
called for ‘hardening the Internet’ with more extensive end-to-end encryption. 
The Internet Engineering Task Force (IETF) published consensus documents 
suggesting that indiscriminate surveillance of either content or metadata was an 
assault on individual privacy that should prompt stronger encryption choices that 
make such surveillance either less possible or more expensive. These designers 
acknowledged both the importance of individual privacy and also the need to 
restore trust in the Internet. This wasn’t the first-time protocol designers would 
push back against government surveillance.

The political and social stakes around encryption continue to rise as gov-
ernment and corporate surveillance approaches alike become more sophisti-
cated, but also as new technologies emerge. As the Internet has leapt from two 
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dimensional digital screens to the three-dimensional objects all around us – the 
Internet of Things – so the consequences for privacy and national security 
have become starker. There is also well-founded speculation about how rapid 
advancements in quantum computing power may intersect with encryption 
technologies, possibly cracking historically entrenched cryptography.

Considering the political pressure and the momentum of invasive and power-
ful emerging technologies, society may already be at a tipping point. We must 
design a world in which privacy and security are still possible.
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PREFACE

A NOTE FOR READERS

this booK teLLs stories about onLine Liberties shapeD by technicaL 

architectures and infrastructures. It originates from a three-year research project 
called NEXTLEAP (nextleap.eu, NEXT-generation Techno-Social and Legal 
Encryption, Access and Privacy, funded by the European Commission in the 
frame of the H2020 Collective Awareness Platforms (CAPS) programme). The 
purpose of NEXTLEAP, which ran from 2016 to 2018, was to ‘create, validate, 
and deploy communication and computation protocols that can serve as pillars 
for a secure, trust-worthy, annotable and privacy-respecting Internet1 that ensures 
citizens’ fundamental rights’2: as such, it was an interdisciplinary project at its 
core. Its consortium included computer scientists and social scientists working 
in close dialogue with one another in an attempt to build a protocol that ‘actually 
works’. The project was founded in the immediate aftermath of the Snowden 
revelations, which made technical work surrounding encryption much more 
of a political issue than it had been in the past, even the fairly recent past, and 
showed the extent to which sociopolitical factors are crucial in assessing the 
worth of specific communication technologies vis-à-vis issues such as privacy 
protection and surveillance. Our role within the project, in close dialogue with 
technical partners, was to conduct an extensive sociological investigation of 
technical development processes and user adoption in the field of encrypted 
secure messaging.

Reflecting this interdisciplinary background, the book is somewhat of a 
hybrid object, as the research it is based upon was produced with different 



16

conceaLing For FreeDom

(albeit entwined) objectives, including to inform the very practical technical 
discussions among the project developers, to fuel interdisciplinary work in 
collaboration with computer scientists and to advance a science and technol-
ogy studies (STS)- and sociology of innovation-oriented understanding of 
phenomena such as encryption and distributed architectures. We therefore 
thought it might be helpful to provide readers with some guidance about how 
to engage with the book, which might depend on their interests, backgrounds 
or even reading styles. Moreover, in order for the book to be as accessible as 
possible, a glossary has been included at the end of the book that provides defini-
tions for the technical terms we use.3 While some of these terms are especially 
crucial in the discourses and practices of developers, and as such will (also) be 
unpacked as the chapters unfold, we believe that a glossary can be useful as a 
general resource. We also provide a comprehensive list that explains the many 
abbreviations and acronyms that characterise this field. This is located before the 
book’s Introduction. The book does not have an index, but as an Open Access 
text, e-book versions are freely available to download, so users can search for 
particular terms that interest them.

During our fieldwork we had the opportunity to meet and talk with 
many professionals, ranging from cryptographers to user experience and 
user interface (UI/UX) designers, trainers and users, who mentioned in 
our discussions (both recorded and off the record) the protocols and tools 
we focus on here. Moreover, as we continue to be engaged within the field 
of cryptographic tools and protocols ourselves, as usability researchers, we 
have been exposed to many ongoing debates in the community around such 
tools and protocols, and their implications for the field of encryption in 
secure messaging. This social science research, deeply embedded among 
technologists, and ultimately improving technology, is in our view one of 
the stand-out features of this book.

The book has two distinct but interrelated aims: first, to provide what we call 
an ‘analytical portrait’ of the state of the art of the highly complex and techni-
cal secure messaging field. While the field is changing rapidly and is becoming 
more of a matter of interest for the general public, it is in our view important to 
capture the details of how the different technologies and social practices that 
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compose this field emerged, interact and currently operate. In this sense, one 
of the book’s key contributions is to provide something akin to an analytical 
history of the present, creating a new record of a phenomenon that, even as it 
continues to develop, is changing the terrain of digital social life in myriad major 
ways. To make an analytical portrait, as we understand it, means to retrace the 
development of an artefact – in particular, moments of crises, debates, contro-
versies – to try and understand the ‘life’ of a few selected encrypted messaging 
applications, from their creation to their appropriation and reconfigurations 
by users, to their becoming, in some instances, a subject of public debate, of 
governance and of lobbying.

The second, related aim is to conceptualise this phenomenon via tools and 
approaches that have been developed in the social sciences, with a particular 
focus on bringing to the field of secure messaging insights from STS. Indeed, 
encryption, the making of secure messaging tools that adopt it as its core princi-
ple, and the co-shaping of particular definitions of digital ‘freedom’, can be read 
through the lenses of questions and issues that have long been of concern to 
STS. These range from the effects of competing imaginaries and visions on the 
day-to-day enactment of technical innovation, to the performative effects that 
processes of categorisation and ‘sorting things out’ have on the structuration 
of a field. Writing with these issues in mind implies engaging in close dialogue 
with the established STS literature on socio-technical controversies, infra-
structure- and architecture- embedded governance and the political value of 
‘mundane practices’. While the style of writing used when engaging with these 
questions may be unfamiliar to those outside the discipline, the intention is to 
advance the conceptualisation of encryption as an intimately ‘socio-technical’ 
phenomenon, a foremost example of why, today, digital communication tech-
nologies are controversial and contested, why they are both a target and tool 
of governance, and why they have assumed a fundamental place in the exercise 
of authority and power.

The book begins – in the introductory Chapter 0 and Chapter 1 – by intro-
ducing how a social science perspective can inform the understanding of very 
broad technical questions, such as encryption and decentralisation; it then 
progressively narrows its focus to issues specific to secure communications, 



18

conceaLing For FreeDom

such as the relationality of risk and the meaning of elaborating a threat model. 
In Chapters 2, 3 and 4 the book shifts to provide distinct analytical portraits of 
the field. It presents several case studies of secure messaging projects, including 
a real-time history of innovations in the making. The book then gradually shifts 
back in Chapters 5 and 6 to a more explicitly social science- and STS-informed 
mode of analysis, by examining issues such as sense-making and categorisation 
attempts in this field, and the implications of the ‘making of ’ Internet freedoms 
via secure messaging for Internet governance.

As such, the different chapters in this book may ‘matter’ in different ways to 
different readers. Readers expecting higher levels of conceptualisation, drawing 
from STS traditions and the literature of technology and innovation in society, 
may be more immediately familiar with Chapters 0, 1 and 5, where notions such 
as ‘translation’ in an actor-network theory sense, Bowker and Star’s ‘sorting things 
out’, as well as more recent STS-inspired notions of data justice and data activism 
are fundamental tools to analyse the fieldwork. However, these chapters should 
not be neglected by readers from more technical backgrounds, since they bring 
to light the relational and highly socially embedded nature of some tools that 
help users in their great diversity ‘make sense’ of the tools technologists build.

Admittedly, however, technologists will probably feel more at home in 
Chapters 2, 3 and 4, which focus more on technical analyses of the case studies 
and on how the technical architecture of different projects co-shapes develop-
ment choices and user practices. Nevertheless, we would emphasise again that 
insights from STS inform these chapters in more ways than may appear at first 
sight. Indeed, by unveiling phenomena such as informal standardisation pro-
cesses, controversies around different implementations of a particular protocol 
and trade-offs between usability and technical efficiency, the concepts and 
methods of STS are both inextricably entwined in shaping our perspectives 
and embedded in our writing.

While this book is likely to be of primary interest to the readerships described 
above, we hope that it may spark interest in wider readerships, including those 
categories of actors that have been so kind as to participate in our fieldwork – 
developers, activists, journalists, and, last but not least, users. For these groups of 
readers, we are hopeful that this book may prompt, or, perhaps more modestly, 
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fuel, a series of ‘taking stock’ discussions on their practices with and around 
privacy-protecting communication tools. We also hope that regulators may 
find reasons to take pause and reflect upon our analysis. This is likely to happen 
most prominently in the concluding chapter, which is not simply the sum of the 
conclusions arrived at in previous chapters but a substantive discussion of, and 
overture towards, several pressing Internet governance issues of our time as they 
relate to the security of communications. This book has the not-so-concealed 
objective of being useful to these publics, at a time when encryption is as much, 
or ever more, a pressing societal concern as a technical one.

The field of encrypted messaging does not stand still. As we write this note, in 
November 2020 and in the context of a pandemic-driven increase in surveillance, 
we can observe new contributions that explore the links between civil liberties 
and encryption, such as UNICEF’s working paper on children, encryption and 
privacy4, alongside new threats to encryption, such as a resolution proposed by 
the Council of the European Union that controversially calls for a discussion 
of how to ‘better balance’ the two principles of ‘security through encryption 
and security despite encryption’.5 Such cases provide reminders – and there 
will certainly be more by the time this book is published – of the need for a 
technically-informed social and political analysis of what encrypted commu-
nications are ‘made of ’, and of the definitions of freedom they co-produce. We 
hope that this book will be a lasting contribution towards this goal, and we look 
forward to it joining the debate.

Notes

1 This introductory note is perhaps the best place to highlight the difference 
between the ‘Internet’ and the ‘Web’, although the two terms are all too often 
used interchangeably in day-to-day discourse. The Internet is the global system of 
interconnected computer networks that use a ‘common language’ – namely the 
Internet protocol suite – to communicate with one another. The Web, or World Wide 
Web (WWW), is a particular set of applications that is built on top of the Internet, 
one of the most widely used by end users (along with, e.g. file sharing and e-mail 
applications).
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2 http://nextleap.eu.
3 Every time the first instance of a term included in the glossary occurs, it is highlighted 
in bold.
4 https://www.unicef-irc.org/publications/1152-encryption-privacy-and-childrens-
right-to-protection-from-harm.html.
5 https://techcrunch.com/2020/11/09/whats-all-this-about-europe-wanting-
crypto-backdoors.

http://nextleap.eu
https://www.unicef-irc.org/publications/1152-encryption-privacy-and-childrens-right-to-protection-from-harm.html
https://www.unicef-irc.org/publications/1152-encryption-privacy-and-childrens-right-to-protection-from-harm.html
https://techcrunch.com/2020/11/09/whats-all-this-about-europe-wanting-crypto-backdoors
https://techcrunch.com/2020/11/09/whats-all-this-about-europe-wanting-crypto-backdoors
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LIST OF ABBREVIATIONS  
AND ACRONYMS

A separate glossary of technical definitions is also included at the end of the book.

CAPS Collective Awareness Platforms
CEO Chief Executive Officer
CIA Central Intelligence Agency (United States of America)
CNNum Conseil national du numérique (French Digital Council)
CTO Chief Technology Officer
DNS Domain Name System
DRM Digital Rights Management
e2e End-to-end
ECMA European Computer Manufacturers Association
EDRi European Digital Rights (organisation)
EFF Electronic Frontier Foundation
ENISA European Union Agency for Cybersecurity  

(maintained original acronym)
ETSI European Telecommunications Standards Institute
EU European Union
FBI Federal Bureau of Investigation (United States of America)
FOSS or F/OSS Free and Open-Source Software
FSB Federal Security Service (Russian Federation)
GIF Graphics Interchange Format
GitHub and GitLab Platforms for collaboration between developers
GAIM (now Pidgin) F/OSS Instant Messaging client
GCM Google Cloud Messaging
GDPR General Data Protection Regulation
GNU/Linux Free software operating system
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GPG (GnuPG) GNU Privacy Guard (free-software replacement for PGP)
GPL General Public License
HADOPI Haute Autorité pour la Diffusion des Œuvres et  

la Protection des droits d’auteur sur Internet
HTML HyperText Markup Language
I2P Invisible Internet Project
IANA Internet Assigned Numbers Authority
ICANN Internet Corporation for Assigned Names and Numbers
ICTs information and Communication Technologies
ID Identifier
IETF Internet Engineering Task Force
IG Internet Governance
IM Instant Messaging
IMAP Internet Message Access Protocol
iOS Mobile operating system developed by Apple, Inc.
IP Internet Protocol
IRC Internet Relay Chat
IRL In Real Life
IRTF Internet Research Task Force
ISO International Standardization Organization
ISP Internet Service Provider
ITU International Telecommunications Union
LEAP Encryption access project
MENA Middle East and North Africa (region)
MIT Massachusetts Institute of Technology
MTS Telephone company, Russian Federation
MUAs Mail User Agents
NEXTLEAP NEXT-generation Techno-Social and Legal Encryption,  

Access and Privacy (H2020 project)
NIST National Institute of Standards and Technology  

(United States of America)
NGO Non-Governmental Organisation
NSA National Security Agency (United States of America)
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List oF abbreviations anD acronyms 

OMEMO Multi-End Message and Object Encryption (recursive acronym)
OpenPGP Open implementation of PGP
Opsec Operational Security
OTR Off-the-Record Messaging (see Glossary)
OWS Open Whisper Systems
PGP Pretty Good Privacy (see Glossary)
p2p Peer-to-peer (system; see Glossary)
PRISM Code name for NSA surveillance program begun in 2007
QR-code Quick Response code
RfC Request for Comments (IETF)
RightsCon Summit on Human Rights in the digital age
RSA Public-key encryption technology developed by RSA Data Security, Inc.
SD Secure Digital
S/MIME Secure/Multipurpose Internet Mail Extensions (cryptography norm)
SMS Secure Messaging Scorecard
SMTP Simple Mail Transfer Protocol
SNI Server Name Indication
STS Science and Technology Studies
TCP/IP Transmission Control Protocol/Internet Protocol
TLS Transport Layer Security
Tor or TOR The Onion Router
UC University of California
UDHR Universal Declaration of Human Rights
UI/UX User Experience and User Interface
UN United Nations
UNICEF United Nations International Children’s Emergency Fund
USA United States of America
USB Universal Serial Bus (industry standard)
VPN Virtual Private Network
W3C World Wide Web Consortium
XMPP Extensible Message and Presence Protocol
XML Extensible Markup Language
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INTRODUCTION

(F)or a time, I operated part of the US National Security Agency’s global 

system of mass surveillance. In June 2013 I worked with journalists to reveal 

that system to a scandalised world. Without encryption I could not have 

written the story of how it all happened […] and got the manuscript safely 

across borders that I myself can’t cross (Snowden 2019a).

thus Wrote eDWarD snoWDen, the Former nsa contractor turneD 

into the world’s most famous whistleblower for digital liberties, on 15 October 
2019, shortly after the damning history of his revelations, and the process that 
led to them, was published under the title Permanent Record (Snowden 2019a, 
2019b). According to Snowden, the current debates around encryption have 
fundamental implications for our individual liberties and collective presence 
on the Internet and attempts to undermine encryption amount to no less than 
making Internet users ‘vulnerable by design’. Encryption has become one of the 
core battlegrounds of Internet governance.

Indeed, as can hardly be disputed anymore, Snowden’s 2013 revelations have 
been a landmark event in the development of the field of secure communica-
tions. Encryption of communications on a large scale and in a usable manner has 
become a matter of public concern, with a new cryptographic imaginary taking 
hold, one which sees encryption as a necessary precondition for the formation 
of networked publics (Myers West 2018). Alongside turning encryption into 
a fully-fledged political issue, the Snowden revelations catalysed longstanding 
debates within the field of secure messaging protocols. The cryptography 
community (in particular, academic and free software collectives) renewed 
their efforts to create next-generation secure messaging protocols in order to 
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overcome the limits of existing protocols, such as PGP (Pretty Good Privacy) 
and OTR (Off-the-Record Messaging). Protocols are a vital part of the Internet’s 
functioning, providing its conceptual models as well as the set of specifications 
that explain how data should be regrouped into packets, addressed, transmit-
ted, routed and received; as Laura DeNardis made clear in Protocol Politics, the 
selection and adoption of particular protocols carries important political and 
economic implications, as well as technical ones (DeNardis 2009).

With recent events such as the introduction of end-to-end encryption in 
WhatsApp, the most popular instant messaging platform, billions of users started 
protecting their communications by default and on an everyday basis, often without 
realising it. While the mantra ‘I have nothing to hide’ is still widespread among 
Internet users, interest in ways to secure and preserve online communications with 
means such as encryption is increasing, and this has important socio-technical 
consequences. While these consequences apply particularly to those whose lives 
depend on an accurate appreciation of the risks related to their own profession 
or political context, they are also ever more relevant to the ‘ordinary citizen’.

In response to the increasingly widespread understanding of security in online 
communications as an important social and political issue, as well as a technical 
one, encrypted secure messaging is a vibrant field in the making. Developers 
remain in flux about how to implement security and privacy properties – despite 
a number of novel projects seeing the light – while users have not yet converged 
on a single application. For example, there is still debate about cryptographic 
properties such as forward and future secrecy, group messaging and 
non-repudiation. Furthermore, there is no clear standard to adopt for these 
properties. In terms of privacy, work is still immature; even the most popular 
secure messaging applications, such as Signal, expose users’ metadata via the 
requirement to associate users with their phone number or, in the case of Wire, 
leak social graphs via a centralised contact book.

For all these reasons, next-generation secure messaging appears unstand-
ardised and fragmented, leading to a state where secure messaging users exist 
in dozens of ‘silos’, unable to inter-operate (Sparrow and Halpin 2015). The 
‘silo effect’ is considered among the most important obstacles to the adoption 
of secure messaging apps:
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The common trend of creating new secure communication tools and assess-

ing the usability of these tools is a significant obstacle to adoption due to 

creating fragmented user bases. Also, to reach their communication partners, 

participants needed to use tools that are interoperable (Abu-Salma et al. 

2017a: 137).

This is in stark contrast to the model used for email, where any email service 
can openly communicate with another in a federated fashion, agreeing upon 
collective standards of operation. Thus, developers of modern secure messag-
ing protocols are facing a number of trade-offs between various design issues, 
including security and privacy properties, the introduction of group support 
features, the degree of decentralisation of the application, standardisation 
attempts and choices related to the licenses under which they release their 
software. In the meantime, vibrant discussions are happening around adapting 
open federated protocols (e.g. XMPP) to integrate the most recent security 
features.1 New initiatives, based on decentralised, federated or peer-to-peer 

protocols are emerging, yet still suffer from a number of limitations related to 
usability and scalability.

All these dynamics are relevant to this book’s examination of developers’ 
actions and their interactions with other stakeholders (users, security trainers, 
standardising bodies and funding organisations, for instance) and with the tech-
nical artefacts they develop, with a core common objective of creating tools that 
‘conceal for freedom’ while differing in their intended technical architectures, 
their targeted user publics and their underlying values and business models.

As next-generation encryption is shaping the ways in which we can securely 
communicate, exchange and store content on the Internet, it is important to 
unveil the very recent, and sometimes less recent history of these protocols and 
their key applications, to understand how the opportunities and constraints 
they provide to Internet users came about, and how both developer communi-
ties and institutions are working towards making them available for the largest 
possible audience. Efforts towards this goal are built upon interwoven stories 
of technical development, of architectural choices, of community-building and 
of Internet governance and politics. This book is about these stories – exploring 
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the experience of encryption in the variety of secure messaging protocols and 
tools existing today, and the implications of these endeavours for the ‘making 
of’ civil liberties on the Internet.

This book intends to provide two main empirical and theoretical contribu-
tions: firstly, it seeks to enrich a social sciences-informed understanding of 
encryption, including examining how its different solutions are created, devel-
oped, enacted and governed, and what this diverse experience of encryption, 
operating across many different sites, means for online civil liberties; secondly, 
it wishes to contribute to the understanding of the social and political implica-
tions of particular design choices when it comes to the technical architecture 
of digital networks, in particular their degree of (de-)centralisation.2

The first part of this introduction will discuss both of these perspectives. A 
second part will introduce our case studies, our methodology and approach to 
our fieldwork. In its final section, in order to facilitate navigation through the 
following chapters, we situate our case studies in a genealogy of the fundamental 
protocols in the encrypted messaging field, and we introduce relevant concepts 
and definitions that will be used in the following chapters, such as end-to-end 
encryption, centralisation, federation and peer-to-peer/decentralisation.

For a social  sc iences  perspect ive  on encrypt ion

For quite a long time, ‘encryption’ as a research subject has mostly been the 
prerogative of computer scientists, with more ‘social’ issues concerning it often 
being confined to debates about usable security (i.e. discussions taking place 
within the computer scientist community, and based on survey-type studies 
that aim to find ways of making encrypted tools easier to use). As, since the 
Snowden revelations, encrypted communications and the goals of privacy 
and security they seek to enhance are becoming a matter of widespread public 
debate, it is important that the social sciences take up the challenge of investi-
gating in depth how encrypted messaging tools are conceived and developed, 
how they are taken up by different user profiles – sometimes in unintended or 
unforeseen ways – how they inspire and are inspired by different imaginaries, 
and how they eventually become the target of governance. With this volume, 
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and the three-year investigation it is based upon, we seek to contribute what is, 
to our knowledge, the first book-length endeavour focused on this subject that is 
grounded primarily in science and technology studies (STS) and more specifi-
cally in the sociology of innovation processes and technical development. First 
and foremost, our work exists in dialogue with contributions that have recently 
sought to apply some central concepts in the social sciences, in particular STS, 
to the study of encryption.

Encryption is a matter of competing imaginaries and of the visions, designs 
and implementations they co-shape, as Sarah Myers West has recently argued 
(2018). People think about encryption through cyphers (that transpose let-
ters of an alphabet), and through codes (that replace words) in different social, 
cultural and political contexts. As Myers West notes, encryption has built its 
different meanings in the realm of national security and secrecy and in that of 
democratic systems, in each of which it enables private communication and 
makes it possible to avoid surveillance and potential social or political sanc-
tions. Myers West’s STS-driven investigation into encryption imaginaries is 
especially resonant with our research, as it illustrates how similar technologies 
may acquire different meanings and roles in different cultural settings. A par-
ticularly important insight is that these technologies should be understood not 
only in a technical sense but in the specific social, cultural and political contexts 
in which they are used. Myers West’s conclusions are important to emphasise, 
as this book will provide numerous examples of how technologies (and tech-
nologists) do not determine universal solutions when it comes to the role and 
impact of encryption, with sociocultural contexts of use being paramount. The 
historical dimension of these sociocultural contexts and their evolution over 
time should also be taken into account, as Isadora Hellegren points out in her 
work – grounded in both discourse theory and an STS sensibility – that sees 
discourse as a contextual, structuring and performative process of meaning-
making (Hellegren 2017). The multifaceted meaning of encryption evolves 
not only across communities of developers and users, but also across time, and 
understanding how various actors have constructed specific understandings of 
freedom with regard to technologies like encryption is significant to Internet 
historians, hackers, programmers and policymakers, as all of these actors are 



36

conceaLing For FreeDom

involved in constructing the form, function and meaning of Internet freedom, 
in particular when it comes to its relation to the state.

Encryption, and the debates around it, are the result of multiple public 
spheres and expert circles, embedded in broader Internet-and-society ques-
tions such as the control of networked media, surveillance and the protection 
of personal data. Linda Monsees’ recent Crypto-Politics (2019) is an important 
contribution to the study of these aspects and more broadly to the development 
of a social sciences perspective on encryption, even if her primary focus is not the 
making of encryption for a specific use, but rather discourses on encryption as a 
whole as they unfold in traditional and less traditional political arenas. Monsees 
uses discourse analysis methods to examine post-Snowden debates related to 
encryption in both the United States and Germany and describes the landscape 
of media and specialist discussions as trying to make sense of today’s ‘diffuse 
security’ – a context where ‘security practices disperse multiple insecurities and 
threat images’ (Monsees 2019: 5). Monsees develops the notion of ‘publicness’ 
to convey the idea that political controversies on encryption are often located 
outside established political institutions (although those that unfold in more 
traditional political arenas should not be neglected). In a way reminiscent of 
previous work on the performative role of controversies revolving around 
complex and open-ended sociotechnical phenomena, she concludes, echoing 
Hellegren, that ‘encryption controversies entail specific ideas relating not only 
to what ‘security’ means but also how these conceptions rely on specific ideas 
about citizenship, statehood and privacy’ (Monsees 2019: 10).

Beyond the dialogue with this nascent social science scholarship on encryp-
tion, our work further seeks to build on, and contribute to, the research of several 
scholars at the crossroads of media studies, sociology of technology and com-
puter science. They have brought their conceptual and methodological lenses 
to the study of networked communication technologies and their implications 
for privacy, security and Internet governance.

The technical development of applications and protocols, and the set of 
choices involved in this development, critically contributes to making sense 
of what digital freedoms are, how they should be preserved and who are their 
adversaries. Anthropologist Gabriella Coleman has paved the way for scholars 
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seeking to explore these questions. In particular, she has examined the role 
of hacker culture,3 exploring what hackers mean by freedom and how they 
enact it as a form of self-determination that considers unrestricted access to 
knowledge a necessary precondition for the evolution of their ‘technical art’ 
(Coleman 2005). Furthermore, Coleman’s work is of particular relevance for a 
social sciences-based study of encryption. Together with Alex Golub, Coleman 
has defined ‘crypto-freedom’ as a particular form of hacker practice, grounded 
in an understanding of freedom that positions the state as the main adversary 
in the battle for online privacy. This practice is derived from the particular his-
torical and cultural context of liberalism in the United States and grounded in 
the belief that this freedom should primarily be preserved and fostered on the 
Internet through the development and use of encryption technology (Coleman 
and Golub 2008).

Since the Snowden revelations, several authors have tackled the question of 
what it means to be online as an individual, a citizen and a consumer in a world 
that is now broadly aware of the extent to which we are being surveilled. Within 
this realm, they have focused on the issue of the role played by the technical 
development of the architectures and infrastructures of online communication.

As explored by the work of Stefania Milan and colleagues (e.g. Milan and 
van der Velden 2018), we are bearing witness to an increasing variety of ‘data 
activism’ practices – a set of socio-technical tactics, resistances and mobilisa-
tions that adopt a critical approach towards datafication, mass data collection 
and pervasive surveillance. Data activism, as Milan conceptualises it, can be 
understood as a contemporary evolution of phenomena such as those analysed 
by Coleman (as well as Milan herself in previous works, e.g. 2013), like radical 
tech activism and hacktivism. Data activism is meant to represent the ‘next 
step’ in these forms of activism. It is both designed for the digital and shaped 
by the digital, inasmuch as it ‘explicitly engages with the new forms (that) 
information and knowledge take today as well as their modes of production, 
challenging dominant understandings of datafication’ (Milan and van der Velden 
2018). Interestingly, the proponents of the concept point out that, given that 
datafication and the uses of ICTs for different political purposes are so wide-
spread and pervasive, data activism might progressively acquire an appeal for 
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more diverse communities of concerned citizens. This might extend beyond 
previous forms of tech activist engagement that seemed (self-)restricted to 
a niche of experts and technologists (ibid. 2018). Broadening the frame of, 
and interest in, tech activism is a widely discussed concern in a number of the 
most recent encryption projects, including some we will analyse more closely 
as this book unfolds.

Also relevant to our research, and key to understanding several of the dynam-
ics described in the following chapters, is work that explores what it means 
to be a ‘digital citizen’ of the post-Snowden Internet. The conceptual lens of 
‘data justice’ has been proposed by Arne Hintz, Lina Dencik and Karin Wahl-
Jorgensen (2019) to illustrate that not only is citizenship and the possibility 
of citizen agency in today’s Internet profoundly shaped by phenomena such 
as massive data collection and commodification, but also that user rights and 
practices concerning online privacy and surveillance are today conceived of in 
highly individualised terms. According to these authors, these individualising 
dynamics engender or at least maintain a context of inequality, as they transfer 
the responsibility to ‘engage and negotiate citizenship in a digital age onto 
individuals’ (Gangneux 2019).

As our case studies will illustrate, this issue is important in relation to encryp-
tion technologies and their mass adoption because the target audience of secure 
messaging applications either born or substantially developed post-Snowden 
is far from being limited to tech-savvy and activist groups: several projects are 
aimed at widespread use. This is a major change in the field, as for a long time, 
a majority of the technical crypto community considered that greater user-
friendliness and usability could realise in practice their desire for large-scale 
adoption, while simultaneously considering ease of use and comfort a secondary 
issue to the soundness of the technology. Scholars have previously suggested 
that the comparatively little attention given to this issue by developers implies 
a ‘forced responsibilisation’ of users, as it places all the burden of ‘getting up to 
speed’ on them: it is up to users to acquire the competencies to compensate for 
the technical artefact’s lack of usability. It has been further argued that this is to 
the detriment of the development of resilient collective digital security strate-
gies (Kazansky 2015) and that it ‘delegates’ technical matters to ‘progressive 
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techies’ despite a widespread societal desire to develop technologies for social 
justice (Aouragh et al. 2015).

Finally, we have found a particularly useful set of concepts within STS-
focused studies of Internet governance (see e.g. Epstein, Katzenbach and Musiani 
2016). Complementary to the predominantly institutional approaches that set 
the agenda for Internet Governance (IG) research in its early days – and which 
remain one of its preeminent features – STS approaches invite a consideration 
of the agency of technology designers, policymakers and users as they interact, 
in a distributed fashion, with technologies, rules and regulations. These, in turn, 
lead to consequences with systemic effects that may, at times, be unintended. 
Following these approaches, social and political ordering is understood as a set 
of ongoing and contested processes, which translates into a growing attention 
to the mundane practices of all those involved in providing and maintaining, 
hacking and undermining, developing and testing, or merely using the network 
of networks (Musiani 2015). Conceptually, STS-informed IG research relies on 
understanding governance as a normative ‘system of systems’ and it acknowl-
edges the agency, often discrete yet pervasive, of both human and non-human 
actors and infrastructures. Particular attention is paid to the processes by which 
norms – technical or otherwise – are created, negotiated, put to the test and 
re-aligned, and also how they raise conflicts. These processes are understood 
to be as important as the stabilised norms themselves, if not more so. These 
are conceptual contributions that will be particularly relevant in the central 
chapters of the book, where we introduce the variety of architectural models 
that different projects choose to adopt initially and which they subsequently 
have to ‘tinker with’ due to factors including early user adoption, changes in the 
developers’ teams and efforts to find suitable business models.

STS also provides crucial conceptual resources to enable the understanding 
of encryption as a site of controversy and contestation, in particular with the 
notion of sociotechnical controversy. On the one hand, since the very early 
days of the Internet, being on and managing the network of networks has been 
about exercising control over particular functions that provide specific actors 
with the power and opportunity to act to their advantage. On the other hand, 
there is very rarely a single way to implement these functions or a single actor 
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capable of controlling them. Thus, the Internet is controversial and contested, 
both a target and an instrument of governance, and the object of interest of a 
myriad of actors: from the most powerful and centralised to the ‘simple’ Internet 
user (Epstein, Katzenbach and Musiani 2016). Infrastructural and architectural 
arrangements, the development and implementation of particular protocols, can 
be understood as a fundamental place to exercise economic and political power, 
as we have examined elsewhere (e.g. DeNardis and Musiani 2016).

The Internet exhibits an increasing number of sites of contestation. These 
include the interconnection agreements between Internet service provid-
ers (Meier-Hahn 2015), the debate around net neutrality (Marsden 2017), 
the use of deep-packet-inspection (Mueller, Kuehn and Santoso 2012), the 
deployment of content filtering technologies (Deibert and Crete-Nishihata 
2012), ubiquitous surveillance measures and the use of DNS for regulatory 
aims (DeNardis and Hackl 2015), prediction of people’s online behaviours via 
algorithmic governance (Ziewitz 2016) and the shaping of the visibility and 
hierarchies of search engine results (Mager 2012). Furthermore, contentious 
politics, activism and citizen-led protest are often embedded in the Internet 
and its applications. This is illustrated, for example, by Milan and ten Oever’s 
(2017) work on civil society engagement within ICANN (which operates the 
Internet’s Domain Name System), aimed at ‘encoding’ human rights into Internet 
infrastructures. Another illustration is our previous research on the shaping and 
use of citizen- and activist-oriented mobile and Web applications, and how the 
design of these tools shapes citizen participation and citizen-state interaction 
(Ermoshina 2016). Among all these examples, encryption technologies for 
online communications are becoming one of the core sites of ‘governance by 
architecture’, rife with controversies that concern, in turn, the development of 
these technologies, their implementation, their (sometimes surprising) appro-
priation by users and the attempts to regulate them.

Interestingly in this regard, Snowden’s disclosures of 2013, and the subse-
quent widening of mass-surveillance-related debates, not only revealed a need 
for further legal reform of intelligence and surveillance systems but have also 
highlighted ‘a variety of changing practices, policies and discourses that can 
(…) be related to post-Snowden contentions’ (Pohle and Van Audenhove 
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2017: 2–3). A number of sociotechnical controversies can be related to this. 
A notable example was the FBI vs Apple controversy that spanned 2015 and 
2016, when Apple Inc. received several orders by district courts in the United 
States to assist ongoing criminal investigations by extracting data from iPhones 
with extensive cryptographic security protections. Apple itself could not break 
this encryption unless it wrote specific new software to enable authorities to 
bypass such barriers. This debate notably questioned whether – and if yes to 
what extent – judicial or governmental authorities could compel technical manu-
facturers to provide assistance in unlocking devices protected by encryption 
systems (see also Schulze 2017). Controversies such as this have contributed 
to unveil facets of the experience of encryption in today’s Internet and suggest 
that the most pressing issues of our time related to encryption may be not only 
legal and technical, but also social.

For a social  sc iences  perspect ive  on 
(de-)central i sat ion

As previously mentioned, the second core empirical and theoretical contribution 
of this book is intended to be the understanding of the social and political impli-
cations of particular design choices when it comes to the technical architecture 
of digital networks, in particular their degree of decentralisation (or lack of it). 
This issue, which has permeated the debates of both scholars and practitioners 
of networked technologies since their early days, in fact goes even further back 
in time. Indeed, the struggle between centralised, profit-driven systems and 
decentralised, user-controlled, user-innovated architectures is one that appears 
in many infrastructures and has been a longstanding concern of sociologists 
and historians of technology (see e.g. Edwards et al. 2007). In the early days of 
the telephone, people living in rural areas sometimes put together their own 
phone networks using barbed-wire fences as transmission lines; they were 
shared, distributed resources (Fischer 1987). The grand battle between trucking 
and rail in the United States was a duel between huge centralised systems (the 
railways) and independent entrepreneurs, often individuals, who used trucks to 
offer point-to-point (rather than station-to-station) delivery, and ultimately won 
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by turning a publicly funded infrastructure (state and federal roads) towards a 
private purpose. Off-grid solar power installations as an alternative means of 
producing electricity outside standard circuits, and institutional resistance to 
these, are another case in point (Turner 2010). It is of little surprise, then, that 
the tension between different degrees of centralisation of technical architecture 
may also be found in the Internet, and in the different protocols and applications 
populating it – a tension that has been evident since its beginnings.

Indeed, in the history of Internet-based services, the concurrent push 
towards different types of design choice, in particular design based on peer-to-
peer versus client/server architecture,4 has for quite some time been a source 
of compromises and tension – including social, technical, political, economic 
and legal tensions (see Musiani 2015b). In a client/server architecture, having 
information stored not on a user’s machine but a separate server, possibly one 
managed by a third party, greatly complicates resistance to censorship because 
it provides an obvious control point (DeNardis 2014) for authorities. On the 
other hand, without such a server, communication between users who are not 
permanently digitally connected becomes much more difficult. This is why core 
Internet services such as email usually resort to intermediaries that are able to 
ensure the ongoing functioning of the service but can also potentially stop it, 
limit it, block it, and read what passes through the servers they depend on (on 
the liability of Internet intermediaries for these actions see Riordan 2016).

Efforts aimed at developing decentralised systems date back to the early 
Internet (Minar and Hedlund 2001). They were generally built as ad-hoc strategic 
responses to specific threats of shutdown. The file-sharing system BitTorrent, 
for example, was developed as a response to the shutdown of Napster, in order 
to make legal prosecution for breach of IP in file sharing networks much more 
complicated (Izal et al. 2004). Napster had a peer-to-peer component in file 
search but was in fact being run by a small group of people. This implied that the 
system was fully dependent on these individuals, technically as well as legally. As 
a consequence, such systems can be effectively neutralised by turning off servers 
or seizing the equipment or the people in charge of them (Ku 2016). In contrast, 
decentralised systems do not have any central servers, and the functioning of 
the system involves many peers (people, and the computing resources at their 
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disposal) who do not, or may not, even know each other. If any particular node 
is unavailable to the system, it continues to run regardless. Thus, the logic behind 
the creation of a decentralised system is usually to be resilient to targeting by 
authorities, and such systems are accordingly often deemed by technical and 
political actors in need of such resilience to be superior to proprietary, closed, 
more centralised systems, because they value long-term robustness over cost-
effective commercial expedience (Oram 2001).

Decentralised systems have been subject to ‘waves’ of interest in the last 
twenty years, starting with the early 2000s file sharing frenzy and the hailing of 
peer-to-peer as a ‘disruptive technology’ (Oram 2001). In recent years there has 
been an even greater interest in and uptake of decentralisation. In the process, 
the motivations for adopting decentralised technologies have broadened from 
a particular strategy of opposition to specific companies or pieces of regulation, 
to proposals of an alternative ‘vision’ of what corporate, legal and state institu-
tions should be. Two main dynamics have driven this tendency: the first is the 
emergence of blockchain technology (in particular with Bitcoin technology, as a 
response to the 2008 financial crisis; see Campbell-Verduyn 2017 and Brunton 
2019), and the second was spurred by Edward Snowden’s revelations of mass 
surveillance operations facilitated by a number of telecommunications com-
panies and Silicon Valley giants, on behalf of the US National Security Agency 
(see Pohle and Van Audenhove 2017). These events greatly raised the general 
public’s awareness of the surveillance-based, and personal data-based, business 
models of near-monopoly tech companies, and their ‘dangerous liaisons’ with 
state security agencies (Musiani 2013).

As a consequence of these dynamics, ‘both decentralisation and the notion 
of authority took on broader meaning and decentralisation became a techni-
cal, political, economic and social aim in and of itself, reaching outside the 
‘hacker’ circles of the early p2p systems’ (Brekke & Isakiidis 2019). However, 
this larger appreciation of decentralisation as a principle and a vision is not 
devoid of side effects; most notably, often decentralisation has become an 
objective in and of itself, with little understanding of intent or assessment 
of actual effects. As information studies scholar and Internet pioneer Philip 
Agre said in 2003, ‘architecture is politics, but should not be understood as a 
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substitute for politics’; decentralised protocols are too readily assumed, because 
of their technical qualities, to bring about decentralised political, social and 
economic outcomes. By choosing to structure the central part of this book 
around the different degrees of centralisation of the technical architecture 
for the examined secure messaging systems, we intend to take Agre’s lesson 
seriously, and assess in detail the extent to which economic, social, legal (and 
last but not least technical) factors complicate the picture of a linear ‘transla-
tion’ from a peer-to-peer technical architecture into a successful decentralised 
socioeconomic system, or from a centralised technical model to a top-down 
sociopolitical structure.

Case study select ion

The core of this book is an in-depth understanding of three different end-to-
end encrypted mail and messaging applications. After a preliminary survey of 
thirty cases of encrypted messaging applications,5 we proceeded to select a few 
of them for more detailed study. These three applications were selected based 
on their underlying protocols, and because of the relative accessibility of the 
developer communities for interviews and observations. The three applications 
originally selected were Signal (a centralised end-to-end encrypted instant 
messaging application), LEAP/Pixelated (a federated end-to-end encrypted 
asynchronous messaging protocol and client) and Briar (a peer-to-peer end-
to-end encrypted messaging application for resilient communication using 
network-layer protection, such as Tor hidden services).

These three cases offered the possibility to address various research ques-
tions, such as the motivations behind:

– particular architectural choices (centralised, federated or 
peer-to-peer);

– specific choices of licensing, UI/UX design, relations between the 
underlying protocols and the application level;6

– solutions to privacy properties (such as metadata protection);
– design choices for group communication;
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– various approaches to security properties (forward and future 
secrecy; server-side archives; cryptographic deniability; 
ephemeral or disappearing messaging).

However, when in September 2016 we started our fieldwork on the three selected 
projects, we quickly understood that these projects could hardly be treated as 
discrete given their connections with other initiatives in the field of encrypted 
messaging and email. In fact, the underlying protocols used by these three 
projects gave birth to a number of client-side implementations, forked or 
actively interacted with various applications in the field. Thus, we decided to 
‘follow’ the three projects as they grew and transformed and use them as our 
‘threads of Ariadne’, respecting the loops and knots that these threads were 
naturally forming on their way. During our fieldwork we had the opportunity to 
meet and talk with a large number of professionals, ranging from cryptographers 
to UI/UX designers, trainers and users, about the protocols and tools we focus 
on here (in discussions both recorded and off the record).

The research work subtending this book was and is thus an attempt to tell the 
complex story of protocols and communities, and eventually, to approach ques-
tions of governance of encryption protocols. Through a comparative analysis of 
centralised and decentralised protocols and their implementations, we address 
here several important and broader questions: What are the architectural pat-
terns of successful centralised and decentralised systems? How do developers go 
about building scalable and high-performing privacy-preserving decentralised 
architectures? Can decentralisation help deliver privacy and anonymity? What 
are the motivations, values and characteristics of user communities that lead to 
the success or failure of certain (de-)centralised systems?

A note on methodology

Grounded in the different strands of literature from STS and the other disciplines 
we introduced above, our approach can be described as a multi-sited ethnogra-
phy, inasmuch as we have undertaken research in, and between, several online 
and offline locations as part of our study, and we have also explicitly conceived 
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specific technical protocols and systems as ‘part of a larger context that exceeds 
the boundaries of the field site’ (Muir 2011: 1015; see also a reflection on the 
method by its first proponent, George Marcus, who points out that multi-sited 
ethnography has been ‘most creative, critical, and interesting where it has been 
involved with the [STS] study of distributed knowledge systems, (Marcus 
2012: 27).

We analyse the development of the architectures and the interfaces of mes-
saging apps as ‘meeting points’ between the intentional goals of developers and 
the needs of users (Oudshoorn and Pinch 2005), In doing so, we aim to provide 
a fieldwork-driven explanation of emerging systems and communities of practice 
through ‘analytical thick descriptions’ (for a recent treatment of the concept, 
first introduced by anthropologist Clifford Geertz, see Ponterotto 2006) of 
events, artefacts and organisations. In particular, we pay attention to moments 
of crisis, debate and controversy – to try and understand the life of a technical 
artefact, from its creation to its appropriation and reconfigurations by users, to 
its becoming a subject of public debate, of governance, of lobbying. The primary 
methodology to achieve this goal has been to observe, for relatively prolonged 
periods of time, specific case-study groups or communities, while on the side 
conducting in-depth interviews with their members and reading appropriate 
documentation such as release notes and accounts of working sessions.

Just as we seek a nuanced understanding of developers’ motivations and the 
representations they have of users and their needs, in the tradition of ‘user stud-
ies’ developed within STS (see Oudshoorn and Pinch 2005 or, in the French 
tradition, Jouët 2000), we understand users not as a homogeneous and passive 
group, but as active participants in innovation and co-shaping technologies. In 
software development, this is possible via routes such as bug reporting, pull 

requests on code, mailing list comments and in-person contact between users 
and developers.

Among our interview subjects, developers were mostly selected on the 
basis of pre-existing personal relationships that the NEXTLEAP research team 
members had with the cryptographic research community. For projects with 
which research team members did not have any previous personal connections, 
we also reached out to developers via the GitLab and GitHub pages of the 
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projects (e.g. Ricochet, Conversations). In contrast, user studies tended to be 
conducted with individuals selected through their attendance at training events 
in their local environments (both high-risk, in the case of Ukraine and Russia, 
and low risk in the case of France, Germany, Austria and the United Kingdom).7 
Our selection of events and conferences to attend was driven primarily by our 
interest in speaking to users from high-risk contexts. Indeed, while the inclusion 
of high-risk individuals was important for the project (as Chapter 1 will show), 
due to the level of repression these users face in their native environment, it 
would have been difficult if not impossible to interview them there, since they 
would be unable to speak openly. This was the case for users from Egypt, Turkey, 
Kenya and Iran, where the interviews took place in March 2017 at the Internet 
Freedom Festival and at RightsCon. All interviews were conducted between 
autumn 2016 and the late summer of 2018, with 63 interviews in total. At several 
of these gatherings and training events, we also asked our respondents to take 
a moment to provide us with a drawing or a graphical representation of what/
who they considered to be their security threat or adversary when it comes to 
digital communications. These images proved to be a very fruitful addition to 
our fieldwork materials, as Chapter 1, in particular, will show.

Throughout our research, and due to the sensitive nature of our subject vis-
à-vis online civil liberties, it was important to keep questioning the modalities of 
our access to fieldwork, and to be continually reflexive about our core assump-
tions and the ethical guidelines we as researchers were working with – questions 
that have been identified as particularly relevant when issues of secrecy, privacy 
and security are at play (Barbosa and Milan 2019; De Goede et al. 2019; see 
also the Appendix to this book).

Being the ‘useful sociologist’ in a team of technologists

The fieldwork behind this book was a journey through disciplines, fields of 
expertise, methodologies and communities – an experience of professional 
and sometimes personal transformation for us as researchers, that led to a 
redefinition of our role as sociologists within a tech-oriented project. The 
NEXTLEAP team was a consortium of six partners: four were research teams 



48

conceaLing For FreeDom

based at academic institutions (three in computer science, one – the authors 
of this book – in sociology), one was a research centre whose activities include 
a mix of philosophy-inspired action research and outreach to civil society and 
institutions, and one was a software development firm. Thus, the team was far 
from being exclusively composed of academics, and STS academics were a 
definite minority.

We, the authors of this book, come from what is often considered as ‘the 
temple of actor-network theory’:8 the Center for Sociology of Innovation, 
based at the MINES ParisTech school of engineering in Paris We therefore 
initially approached our research on secure messaging as a challenge for STS. 
Our initial academic desire was to target the work of technical actors – devel-
opers and protocol designers – and the encryption protocols themselves. 
However, after we delivered the first state-of-the-art description of end-to-end 
encrypted messaging applications and protocols, we faced a clear demand 
from other members of the research team: ‘focus on users’. The following 
months of fieldwork were marked by several interactions between us and the 
technologists in the team, and ultimately led to an important redesign of our 
interview guide. At times we were also asked to revise our research questions 
and priorities to include a clearer focus on insights from user-oriented inter-
views. Eventually, we came to understand how we looked to the rest of the 
team: when software development cycles include a non-technical role, this role 
is usually that of the ‘usability researcher’, a place that had been, somehow, 
automatically reserved for us.

Thus, the story behind this book is also a story of two STS researchers defining 
their own role within an interdisciplinary team, not without a certain amount 
of tension. The attempts to convey to the technologists what our STS approach 
was, and how it could actually be useful for them and their development process, 
despite not being straightforward user studies, eventually led us to develop our 
own ‘circumvention techniques’ to make collaborative work possible.

Embodying the ‘useful sociologist’ in a team of technologists, we found our-
selves between fields, something that is also reflected in our previous publications 
related to the project. We found ourselves presenting our work at conferences 
on usable security, publishing our works in computer science reviews focusing 
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on usability studies, side-by-side with usability researchers. However, we main-
tained a connection with the STS world through a thin but, we believe, robust 
thread of reflexivity, as we developed a critical attitude to our own usability 
alter-ego and managed to use it as a key that helped us penetrate the otherwise 
quite hermetic world of crypto protocol design. While, by consortium design, 
our interactions and collaborations with our primarily technical colleagues were 
frequent and close, this book is most definitely, in retrospect, a way to tell the 
story of our three-year investigation that is intimately our own, departing when 
necessary, from the compromises needed throughout the project to produce 
results and publications driven by the conventions of both computer science 
and the social sciences.

The first step in this process was perhaps the Autocrypt9 gathering in Berlin, 
in December 2016, where Ksenia was invited to talk about ‘user needs and 
desires’ for encrypted email and messaging and develop ‘use-cases’ that could 
potentially be helpful in the design of the new specifications for email encryp-
tion. This event became the true starting point for our fieldwork – a gathering 
of some of the most advanced cryptographers and developers, working on 
projects such as Matrix.org, Enigmail, Wire, Secure Scuttlebutt, LEAP, Riseup 
and others. At the end of the day, the rest of the NEXTLEAP research team’s 
‘hunt for the user’ had finally brought us to the heart of ongoing development 
and protocol design work.

Thus, this book is an occasion to reflect upon our work as an example of 
embedded real-time STS, where researchers are active participants in techno-
scientific work involving multiple stakeholders and contingencies. Throughout 
our case studies, we describe several examples of how our research fits into 
protocol design work, and occasionally reflect upon tensions within the research 
team. Ultimately, the desire to ‘meet the user’, that shows through the work of 
our technical colleagues, tells us something about the evolution of encrypted 
messaging towards a more human-centric design, reflected in recent develop-
ments among certain Internet governance standardisation bodies, such as the 
IETF (Internet Engineering Task Force) and its research branch IRTF (Internet 
Research Task Force), that seek to include human rights considerations in pro-
tocol design (see ten Oever 2021).
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Before we present the structure of the book, and in order to facilitate navi-
gation through the chapters that follow, the last part of our introduction will 
present a genealogy of the fundamental protocols in the encrypted messaging 
field; in it, we introduce relevant concepts and definitions that will be used in 
the following chapters.

Encrypted messaging protocols: The short genealogy of a ‘feedback loop’

The most recent generation of tools for secure communications (appearing in 
the 2010s, in particular post-Snowden) marked the rise of encrypted secure 
messaging ‘for the masses’.10 Yet despite this recent success vis-à-vis the general 
public, encrypted messaging is an unstandardised and fragmented field, as 
developers remain in a state of flux about how to implement security and privacy 
properties. In particular, developers face a number of trade-offs between vari-
ous design issues, including security and privacy properties, the introduction 
of group support features, the degree of decentralisation of the application, and 
standardisation and licensing attempts. To attempt an initial systematisation 
of this complicated landscape, our first step was an in-depth survey of thirty 
email and chat applications offering end-to-end encryption.11 As part of this, 
we analysed their architectural and protocol choices, as well as their interfaces 
and business models (see also Ermoshina, Musiani and Halpin 2016). As an 
introduction and contextualisation of our research subject, this section provides 
a historical look at the development of email and secure messaging protocols 
in the light of cryptographic and usability problems that these protocols have 
sought to solve, while introducing relevant concepts and definitions that will be 
used in the following chapters. This brief, non-linear history of protocols and 
applications that have recently built the field of secure messaging is also a first 
look at an issue which we will further develop in the coming chapters: the techni-
cal and organisational choices made by protocol designers and app developers 
are, in fact, enacting various forms of freedom, both for users and developers.

End-to-end encrypted messaging is increasingly prominent, with its adoption 
by large proprietary applications such as WhatsApp and Facebook Messenger. 
In ‘end-to-end’ encrypted messaging, the server that hosts messages for a user or 
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any third-party adversary that intercepts data as the message is en route cannot 
read the message content due to the use of encryption. The ‘end’ in ‘end-to-end’ 
encryption therefore refers to the ‘endpoint’, which in the case of messaging is 
the client device of the user rather than the server.

After the Snowden revelations, the academic cryptographic community 
has, with renewed impetus, sought to rigorously engage with the ‘untrusted 

server’ problem. This is an issue that until recently had felt, as suggested by 
Phillip Rogaway, ‘almost intentionally pushed aside’, although it is perhaps ‘the 
most fundamental privacy problem in cryptography: how can parties com-
municate in such a way that nobody knows who said what’ (Rogaway 2015). 
The so-called ‘new generation secure messaging protocols’, such as Signal’s 
Double Ratchet, seek to address these issues and provide a remedy for the 
security and privacy flaws identified in older protocols, such as OTR or PGP. 
The success of the Signal protocol, widely forked and adopted by many secure 
messaging projects, has catalysed debates within cryptographic communities, 
and led to the revival and renewal of older protocols, creating a ‘feedback loop’ 
effect. Thus, the genealogy presented here challenges linear histories of secure 
messaging protocols, as it unveils dynamic iterations between recent and older 
protocols, as well as between what was considered ‘synchronous’ versus ‘asyn-
chronous’ protocols.

Email encryption

Historically, email has been considered a form of asynchronous messaging, where 
a user does not have to be online to receive the message, while chat is consid-
ered to be a form of asynchronous messaging, where a user has to be online to 
receive the message. However, these distinctions are increasingly blurring now 
that popular chat protocols generally support asynchronous messaging, and 
the email protocol is more and more often used for instant messaging, with the 
rapidly evolving galaxy of chat-over-email projects (see Chapter 4). Email 
is now considered a possible infrastructural solution for projects seeking not 
only privacy and security but also interoperability and some resistance to 
censorship.
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Email is based on standardised and open protocols that allow interoperability 
between different email servers, so that, for example, a Microsoft server can send 
email to a Google server. SMTP (Simple Mail Transfer Protocol) is the protocol 
originally used for transferring email and as such is one of the oldest standards 
for asynchronous messaging, first defined in 1982 by the IETF12 (Unger et 
al. 2015) and by default not including provision for content confidentiality. 
Classically, as the NSA’s PRISM program has eloquently revealed, email is sent 
unencrypted and so the server has full access to the content of email messages. 
The federated nature of email infrastructure makes this even more problematic, 
as trust in service providers within decentralised systems is hard to guarantee. 
Thus, developers have for a long time made clear their intention to progress 
towards usable methods of end-to-end encryption for email.

To add end-to-end encryption capabilities to email, the PGP (Pretty Good 
Privacy) protocol was created in 1991 by Phil Zimmerman, as an ambitious 
technosocial attempt to ‘preserve democracy’ and let people ‘take privacy in 
their hands.13 Due both to pressure from the US government and patent claims 
by RSA Corporation, Zimmerman pushed PGP to become an IETF standard. 
The OpenPGP set of standards was finally defined in 1997, to allow the open 
implementation of PGP. GPG (GnuGPG) is a free software implementation 
of the OpenPGP standards developed by Free Software Foundation in 1999 
and compliant with the OpenPGP standard specifications, serving as the free 
software foundation for most modern PGP-enabled applications.

OpenPGP is implemented in both desktop and mobile email apps, including 
Outlook, Apple Mail and Thunderbird through plug-ins. An alternative standard 
for encrypted email, called S/MIME,14 is also supported via plug-ins by most 
major email clients. The main difference between OpenPGP and S/MIME is 
that the latter requires the installation of certificates provisioned by centralised 
certificate authorities. In contrast to PGP, which is based on a decentralised ‘Web 
of Trust’ between users who accept and sign each other’s keys (and therefore 
delegates the responsibility of the complexity of key management to the 
end-user), S/MIME uses a centralised public key infrastructure to manage 
keys. Thus, while it has been adopted by some large, centralised institutions, 
it has been much less frequently adopted by the general public. In contrast to 
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centralised approaches, OpenPGP offloads the key management to the users 
via a decentralised ‘Web of Trust’ model.

OpenPGP and S/MIME also work on mobile devices, such as PGPMail, 
but as OpenPGP binds the key to the particular device, there have often been 
concerns about how to securely transport any long-term private key material 
between devices, and so mobile adoption of encrypted email is considered to be 
low among users and problematic in terms of security. Although the challenges 
of using PGP on mobile platforms are well known, mobile PGP has not been 
subject to usability studies in the same manner that PGP itself has. S/MIME 
has been tested in some usability studies and in general demonstrates better 
usability than PGP, insofar as key management does not have to be maintained 
by the end-user, but users still have trouble understanding the interface.

In general, PGP was considered to have poor usability as users could not 
understand key management and judge how cryptographic keys establish 
trust relationships, or even understand the interface. These problems extend 
to security: if an adversary compromises a user’s private key, this allows all 
encrypted messages to be read. While there has been a resurgence of interest 
in OpenPGP since 2013, it has not been deployed to any great extent by ordi-
nary users due to the aforementioned issues. In 2015, the IETF reopened the 
OpenPGP Working Group15 in order to allow the fundamental algorithms to 
be upgraded and to use more modern cryptographic primitives (for example, 
support for new algorithms).

The underlying PGP protocol presents a number of well recognised flaws. 
First, PGP tends to allow any and every combination of uses of encryption and 
signatures based on user preference, but does not offer authentication of the 
headers (i.e. the ‘to’ and ‘from’ fields). This allows messages to be surrepti-
tiously forwarded and otherwise redirected. In general, PGP has been consid-
ered an open standard that has serious problems in terms of both security and 
usability, and this prompted the rise of a generation of competing technologies 
such as Off the Record Messaging. However, recently, the email community has 
been quite active and has developed a number of initiatives that have sought 
to renew PGP and to ‘make email encryption great again’, as Delta Chat’s lead 
developer and former NEXTLEAP member, Holger Krekel, summarised during 
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a conversation with us. The result is that, since 2016, the PGP community has 
experienced a definite revival through the introduction of new solutions such 
as Autocrypt, which automates both secret and public key management by 
adding an Autocrypt-specific mail header to outgoing mails which contains, 
among other information, the sender’s public key.16

Instant messaging encryption

Unlike email, which started as a high-latency and asynchronous messaging 
system, chat protocols began as low-latency synchronous messaging, although 
recently the line has become increasingly blurred as many chat protocols allow 
asynchronous message delivery. The user patterns of chat apps have also become 
increasingly varied in recent years, questioning the distinction between social 
media and messaging platforms (‘messaging is the new social media […] families 
use WhatsApp groups instead of Facebook’; Balive 2015).

The development of encryption for chat apps corresponded to changes in the 
contexts of usage (notably the move from desktop to smartphone technologies) 
and the spread of mobile Internet. The first encryption protocol for instant mes-
saging, called OTR (2004), presumed a synchronous setting with both contacts 
being online at the same time. The birth of the second important protocol for 
end-to-end encryption protocols (Axolotl, started in 2013, now called Signal 
protocol) corresponded to the rise of instant messengers (in 2013, chat apps 
surpassed short message services in global message volume for the first time; 
see eMarketer 2015) and to the Snowden revelations.

The most widely used standardised chat protocol is called XMPP (Extensible 
Message and Presence Protocol) and it became an IETF standard in 2004. 
XMPP is a federated standard that ‘provides a technology for the asynchronous, 
end-to-end exchange of structured data […] among a distributed network of 
globally addressable, presence-aware clients and servers’ (Borisov et al. 2004). 
There are many implementations of the XMPP specifications, with the XMPP 
Foundation giving a list of 35 clients, 12 servers and 15 libraries using the XMPP 
protocol.17 XMPP traffic and content are not encrypted by default, although 
network-level encryption security using TLS has been built into the core. In 
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addition, according to the XMPP foundation, a team of developers is working 
on an upgrade of the standard to support end-to-end encryption.18

The OTR (Off-the-Record) protocol, released in 2004, is an extension to 
XMPP to provide end-to-end encryption. In their paper with the iconic title 
‘Off-the-Record Communication, or, Why Not to Use PGP’, the creators of 
OTR, Borisov and Goldberg, describe their protocol as a security upgrade 
of PGP, at least insofar as it does not have long-term public keys that can be 
compromised. OTR also provides deniable authentication for users, unlike 
PGP messages, the latter of which can be later ‘used as a verifiable record of 
the communication event and the identities of the participants’ (Borisov et al., 
2004). The first OTR implementation was a popular Linux IM client, GAIM. 
At the present moment it is said to be used by 14 instant messaging clients,19 
including earlier versions of Cryptocat (in-browser Javascript client), Jitsi, and 
ChatSecure (XMPP client for Android and iOS). However, the first versions 
of OTR were designed for synchronous messaging between two people, and so 
did not work for group messaging or asynchronous messaging.20

The Signal Protocol, the non-federated protocol developed in 2013 by Open 
Whisper Systems, is said to have evolved in response to the flaws and limits of 
OTR. Moxie Marlinspike, the co-author of Signal, was inspired by some fea-
tures of OTR, such as the idea of ephemeral key exchange (Marlinspike 
2013), but also added additional security features such as future and forward 
secrecy, support for asynchronous messaging and group messaging, going a step 
further than OTR by allowing clients to be offline. The Signal Protocol is used 
in mobile messaging applications such as the homonymous Signal (formerly 
TextSecure and RedPhone) and WhatsApp, while its forks are used in Wire 
and Riot. Silent Circle, a Washington, DC-based encrypted communications 
firm founded in 2011, has used a version of the Signal Protocol since 2015 in 
its Silent Phone. In 2016 Facebook announced the implementation of Signal 
Protocol for Facebook Messenger.21

Regardless of these multiple re-usages and forks, the Signal Protocol remains 
unstandardised, as we will explore in Chapter 2. However, the first step towards 
‘standardisation’ of parts of the Signal Protocol has begun with the creation of 
OMEMO (a recursive acronym for ‘OMEMO Multi-End Message and Object 
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Encryption’). OMEMO is a new encrypted extension of the XMPP protocol 
developed in 2015 that effectively copies the Signal Protocol and adopts it to 
XMPP. It was presented to the XMPP Standards Foundation in 2015 but is 
still in its experimental phase.22 OMEMO builds upon the work of the Signal 
Protocol, responding to the flaws of both OTR and PGP, due to OTR’s ‘inter-
client mobility problems’ and the absence of forward secrecy of OpenPGP and 
its vulnerability to so-called replay attacks. The software implementations of 
OMEMO are growing, and include Conversations, an open-source application 
for Android that counts over 50000 downloads via Google Play Market, and an 
unknown number of installs via F-Droid.

Network-level anonymity

End-to-end encryption does not usually allow a user to be anonymous to the 
server or a third party without additional network-level encryption. Thus, 
network-level initiatives, such as P2P routing services or anonymous remailers, 
which can add supplementary privacy properties to end-to-end encrypted mes-
saging, are worth mentioning here. Metadata protection and traffic obfuscation 
is still an area of active research, stimulating experiments with standards and 
architectures (e.g. Vuvuzela’s usage of ‘noise’ to obfuscate metadata, discussed 
in Van den Hooff et al. 2015). There seem to be no functional standards on this 
level yet; however, some solutions, such as Tor or I2P, tend to serve as references 
or de facto standards for different projects.

The Tor hidden service protocol offers a platform to develop decentralised 
and encrypted instant messenger servers. Tor (the name is derived from the 
acronym of the original software project, ‘The Onion Router’), is software that 
directs Internet traffic through a network of volunteers, globally dispersed, 
which act as relays to conceal a user’s location and usage, essentially making it 
more difficult for a third party to trace Internet activity to a particular user. Tor’s 
success and fame mostly relies on its ability to provide privacy and anonymity 
to vulnerable Internet users. It is used as a default by projects such as the Tor 
Messenger, Pond and Ricochet. Another example is the decentralised and end-
to-end encrypted mobile messenger Briar, which relies on the Tor network when 
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available, but could also work over Bluetooth in case of emergency off-the-grid 
situations. Briar is described in more detail in Chapter 3.

Tor only provides anonymity for network addresses, but not metadata such 
as the sender, recipient and time of message, which are kept in the email header 
at the time of email or can be deduced by the server. Historically, work has been 
carried out on anonymous high-latency remailers to fix these transport meta-
data leaks in federated messaging, these falling under three types: Cypherpunk 
Anonymous Remailer, Mixmaster and Mixminion. The last of these is not cur-
rently active, according to the project’s website.23

A number of experimental network-level tools, while not guaranteeing 
anonymity, provide some level of encryption. Zero Tier One is an end-to-end 
encrypted, peer-to-peer virtual network that provides static network addresses 
which remain stable even if the user changes physical WiFi/networks. CJDNS 
implements a virtual IPv6 network in which all packets are encrypted to the 
final recipient, using public key cryptography for network address alloca-
tion and a distributed hash table for routing.24

A fragmented yet vibrant field

As we observed in previous mapping research on P2P services (Méadel and 
Musiani 2015), part of the reason why there is such great diversity and com-
plexity in this field is the relatively short lifespan of several projects. While our 
mapping of thirty end-to-end encrypted messaging and email apps covered 
only projects that are currently active (with one exception, Pond, ‘in stasis’, 
albeit not deactivated), our preliminary research revealed countless others 
that, after two or three years of pre-beta phase, and sometimes less, stopped 
development with no evident explanation. While in more than a few cases, 
the motives behind this are primarily related to technical experiments that 
did not deliver as hoped or expected, a number of additional factors may 
also be responsible, including the failure to develop an economic model, the 
internal governance of FOSS development groups, and the inability to rally 
a critical mass of users around the app (possibly due to a lack of ease-of-use, 
as discussed below).
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Despite the prevalence of free and open-source software projects, proprietary 
software is not absent in this landscape, revealing both a potentially fruitful 
‘business-to-business’ market for end-to-end encryption and a lack of open-
source and standards adoption by mainstream applications. Open source itself 
is multi-layered and sometimes hybrid, with the code on the client side being 
open source and the server side being proprietary. Perhaps unsurprisingly, the 
proprietary features are more important in applications destined for business-
to-business use. Free and open-source software is predominant for tools adopted 
or designed to be used by activists and tech-savvy users. The transparency of 
code and encryption protocols used by open-source software is aimed not only 
at improving the project, but also at producing communities of peer reviewers, 
experts, beta-testers and advanced users who participate in a collective reflection 
on the future of privacy-enhancing technologies.

The target audience of the applications is far from being limited to tech-savvy 
and activist groups; several projects are intended for widespread use, and user-
friendliness appears to be the main issue that stands between this wish and its 
realisation. A look at visual aspects connected to applications – the design of 
interfaces, for example, or the design of diagrams and graphics to explain the 
functioning of the applications – also reveals the different publics targeted by 
applications and how the developers perceive them. General public-oriented 
systems use very ‘politically neutral’ imagery, resorting to the very classical ‘Alice 
and Bob’ models25 while stressing that their tools are for ‘everyone’ (e.g. for 
‘sharing holiday photos’), while tools meant for companies emphasise in both 
visuals and words a focus on security. Other narratives refer to fictional anarchist 
leaders or real-life activists (e.g. ‘Nestor Makhno’ or ‘Vera Zassulitch’), figures 
likely to resonate with the target audience. Interestingly, in some instances where 
user feedback is visible on the App Store or Google Play, it shows that end-to-
end encryption is perceived as problematic because both sender and receiver 
have to install the app for encryption to take place, which complicates usage.

Several secure messaging projects propose solutions to the problem of data 
storage. Indeed, despite the guarantees of ‘no personal data collection’, some 
projects still store key data on the servers (such as usage statistics, device infor-
mation, keys, usernames or friend relations). Developers tend to explain such 
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practices by reference to technical requirements (e.g. proposing a better user 
experience based on the usage statistics collected) but many developers remain 
keen to seek alternatives that involve minimal data storage and use stronger 
forms of decentralisation.

A related issue is a powerful ‘double’ narrative about end-to-end encryption. 
If on the one hand, it is associated with a very strong discourse on empower-
ment and the better protection of fundamental civil liberties, several projects 
show in parallel a desire/need to defend themselves from associations with 
criminal activity and allegations such as ‘encryption is used by jihadists’ (Sanger 
and Perlroth 2015). Such narratives are fuelled by previous and current ones 
about decentralised technologies and peer-to-peer, with their history of alleged 
‘empowering-yet-illegal’ tools. These issues in turn connect to the broader 
context of discussions about governance by infrastructure and civil liberties 
(Musiani et al. 2016), some of them particularly related to encryption (or the 
breaking of it), such as the Apple vs FBI case26 and WhatsApp using, since April 
2016, encryption by default. Thus, the present research hints at something that 
we will address in the following chapters – something a large majority of the 
projects need to take into account, and indeed are already taking into account: 
architecture is politics, but not a substitute for politics (Agre 2003).

Given the range of debates, controversies and emergent publics around 
encryption and secure messaging, we hope to have begun to show why a social 
perspective is necessary for the design and refinement of technical protocols. 
This includes the necessity to understand how and whether users understand 
and value the various security properties of the protocols. For example, how do 
users understand what is a ‘key’ or what is ‘forward secrecy’? Often, protocol 
designers make assumptions about whether or not ‘ordinary users’ can under-
stand the security and privacy properties of their protocols. For example, almost 
all protocols from PGP to Signal use methods such as ‘out-of-band fingerprint 
verification’ to determine whether or not the recipient of their message really is 
who they think they are. Our research shows that users rarely actually use these 
techniques to verify the identity of their contacts.

Another example that has been debated in the technical community is 
deniable authentication. While a protocol may be technically deniable, would 
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this cryptographic deniability be able to stand the test of society, for example 
in a court of law? Answering these kinds of questions influences the kinds of 
protocols that can be designed by the research community. Lastly, why do 
only some protocols enable decentralisation via open standards? Do only 
specific groups of users (tech-savvy and activists) have a strong preference for 
peer-to-peer or federated solutions over centralised services? This book hopes 
to address these and other related questions.

Structure of the book

Over the course of the next six chapters, the overall objective of the book is 
to provide an analytical portrait of the field of encrypted secure messaging, 
in order to explore the experience of encryption in today’s variety of secure 
messaging protocols and tools, and their implications for the making of digital 
liberties.

The field of encrypted messaging offers many solutions designed to conceal, 
obfuscate and disguise private communications and other online activities. 
These solutions are tailored to protect against specific ‘adversaries’. The secu-
rity and privacy features worked into different protocols offer various degrees 
of protection and let users conceal different parts of their online identities. To 
illustrate this, Chapter 1 shows how instruments such as ‘threat modelling’ and 
risk assessment are deployed during the development of tools in order to either 
identify from whom a user needs to hide or to analyse the possibility or chance 
of a threat being realised. Also, it becomes important not only to know who to 
conceal from, but also to evaluate the chances of actually ‘meeting’ this adversary. 
In fact, users perceive themselves as having, not a single identity, but rather a set 
of profiles or personas: daughter, journalist, lover, activist, colleague… Each role, 
according to users, may require a specific form of digital self-care or a specific 
set of tools. Each persona implies a specific pattern of online behaviour, thus 
creating what is called ‘security by compartmentalisation’. A consequence, as 
we argue in Chapter 1, is that when applied to online privacy and security, risk 
is a relational and socially defined concept, as it greatly depends on the user’s 
social graphs and communicative contexts.
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Chapter 2 moves into the more empirically focused part of the book, by 
examining the case of a centralised application – Signal – and its underlying 
eponymous protocol. The Signal protocol is now considered to embody ‘best 
practice’ in the field of encrypted messaging and has become a trend-setter 
for other projects in terms of privacy and security features. Currently, Signal 
is centralised, as a single server mediates the setup of the protocol in its most 
widespread deployments. A new means of ‘quasi-standardisation’ or ‘standardisa-
tion by running code’ is being practised around this protocol. In this process, a 
quasi-standard is defined as ‘something that works’ and is iterated and redeployed 
by others. Centralisation has allowed Signal developers to update the protocol 
rapidly enough in response to research and bugs, and to limit concerns about 
the technical competence of having third-party developers potentially adapt-
ing their protocol to other applications than their in-house one. However, the 
‘bottleneck’ of centralisation also implies that difficulties and tensions have 
arisen in connection with some attempts to reimplement the Signal protocol, 
due to the lack of clear guidelines and specifications in order to do so. Chapter 
2 discusses centralisation as a ‘control by design’ model – in particular, control 
over changes in the protocol, so as to respond quickly to technical challenges. 
Here the chapter draws on two other cases alongside Signal: Telegram and Wire.

Chapter 3 examines peer-to-peer based secure messaging applications. 
Particular populations of users, especially those living in ‘high-risk’ environ-
ments, show interest towards these decentralised systems, as they see an align-
ment between their own favoured political and economic models – based on the 
principles of horizontal connections, mutual assistance, self-governance, partici-
pation – and the technical architecture of distributed networks. Peer-to-peer, as 
with previous recent instances, also promises less control by both governments 
and private corporations. However, peer-to-peer encrypted messaging faces a 
number of technical challenges, including a ‘vicious circle’ between adoption 
barriers and a dependency on a critical mass of users, the difficulty of managing 
users’ reputations and identities (identities are unique but users usually find 
them hard to memorise due to the form they are presented in), placing trust in 
the client (which presents many advantages censorship-wise but may present 
risks for users living in authoritarian regimes, where the main threat model 
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remains physical pressure and device seizure). By discussing, in particular, the 
case of the application Briar and its underlying protocol, this chapter analyses 
both the potential and the challenges of decentralised architectures as applied 
to encrypted messaging.

Chapter 4 completes the analysis of different architectural choices and 
their impact on the configuration of encryption tools by examining systems 
based on federative models. When it comes to communities of developers 
debating online, the tensions between centralisation and more distributed 
architectural forms, such as federation, go hand-in-hand with debates over 
standards. Federation can help alleviate and distribute the very high degree of 
personal responsibility held by a centralised service provider and favours the 
freedom of users to choose between different solutions. On the other hand, 
it can present problems in terms of security, as it is harder to audit all the dif-
ferent implementations of a federated protocol and ensure correct updates. 
Drawing on the examples of Conversations (and its underlying OMEMO 
protocol), Matrix.org, and LEAP/Pixelated, Chapter 4 retraces the debates on 
federation in encrypted messaging, and analyses how federation takes shape in 
these debates as both an infrastructural configuration and a social experiment, 
in each case seeking a compromise between more distributed architectures 
and high levels of security.

Given the great variety of encrypted messaging solutions, how is one – a 
user, an NGO, a professional – to make sense of them? Chapter 5 tells the 
story of one such attempt. Classifications and categorisations are, to put it 
in Bowker and Star’s (1999) words, ‘powerful technologies’, whose architec-
ture is simultaneously informatic and moral and which can become relatively 
invisible as they progressively stabilise while at the same time not losing their 
power. Thus, categorisation systems should be acknowledged as a significant 
site of political, ethical and cultural work. This chapter examines such work as 
it relates to encrypted messaging tools, by examining, in particular, one of the 
most prominent initiatives in this regard: the Electronic Frontier Foundation’s 
2014 release of the Secure Messaging Scorecard (SMS). A particular focus is 
on the debates it sparked, and its subsequent re-evaluation and evolutions. We 
show how the different versions of the SMS, as they move from an approach 
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centred on the tools and their technical features to one that gives priority to 
users and their contexts of use, actively participate in the co-shaping of specific 
definitions of privacy, security and encryption that put users at the core of the 
categorisation system and entrust them with new responsibilities.

Finally, the concluding chapter of the book ties together insights from the 
previous chapters to reflect on encryption as a site of social, political and technical 
controversy. Issues related to encryption and its adoption in messaging systems 
are inextricably entangled with issues of standardisation (formal/informal), the 
political economy of software development and adoption, and choices of tech-
nical architecture. This concluding chapter will offer some reflections on these 
different aspects as they have been informed by our fieldwork and will then tie 
the diverse ways in which political effects can be achieved through technological 
choices to broader political concerns related to privacy, examining in particular 
how they can interact with recent supra-national legal instruments such as the 
General Data Protection Regulation (GDPR). Finally, we will comment on the 
implications of our study and of cognate research for the development of social 
studies of encryption and for its interactions with Internet governance research, 
in particular of STS inspiration.

We now move into the first chapter of this book, written from the standpoint 
of users and security trainers – encrypted messaging experts working in an 
intermediary zone between developers and users. We will follow them as they 
deploy various strategies to make sense of the complex and moving ecosystem 
of end-to-end encrypted messengers.

Notes

1 For example, future secrecy, which we will address in detail later in the book.
2 Following up on previous work by the authors (e.g. Musiani 2015b).
3 Scholarly and non-scholarly debates about the term ‘hacker’ are ongoing. For the 
purpose of this book, and given that several projects and tools examined in it do not 
necessarily refer to an imaginary of subversion, we follow Hellegren’s (2017) definition 
of a hacker as a member of a community that unites with like-minded members ’in 
their practices of developing and modifying internet-specific technologies’.
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4 Many Internet protocols are client/server, which means that the machines that 
communicate are not equivalent: one is a server, permanently on and waiting for 
connections; the others are clients, who connect when they have something to ask. 
This is a logical mode of operation, for example, in the case of the Web: when you 
visit a website, you are a reader, and the entity which manages the website produces 
the content you seek to read. But not all uses of the Internet fit into this model; they 
include direct sending of messages, or file exchanges – not a one-way communication 
but a peer-to-peer one, with two machines or two humans communicating directly.
5 This work is available as deliverable 3.1 of the NEXTLEAP project.
6 The three cases develop both a user-facing client application and a protocol that can 
potentially be separated from it (Signal protocol, LEAP and Bramble respectively).
7 We will come back to the high-risk/low-risk distinction, its opportunities and 
shortcomings, in Chapter 1.
8 We frequently get this type of remark from STS conference attendees.
9 Autocrypt will be extensively presented in Chapter 4 as an example of a federated-
architecture encrypted messaging system.
10 A previous version of this section was published as Ermoshina, K., F. Musiani & H. 
Halpin, ‘End-to-end encrypted messaging protocols: An overview’, in Franco Bagnoli 
et al., eds, Internet science. Third international conference, INSCI 2016, Florence, Italy, 
September 12–14, 2016, Proceedings, Springer, p. 244–254.
11 The thirty applications we examined are: Briar, Caliopen, ChatSecure, CoverMe, 
CryptoCat, Equalit.ie, GData, i2P, Jitsi, Mailpile, Mailvelope, ParanoiaWorks, 
Patchwork, Pidgin, Pixelated, Pond, Protonmail, qTOX, Ricochet, Scramble, Signal, 
SilentCircle, SureSpot, Teem/SwellRT, Telegram, Threema, Tor Messenger, Vuvuzela, 
Wickr, Wire.
12 https://tools.ietf.org/html/rfc821.
13 https://www.philzimmermann.com/EN/essays/WhyIWrotePGP.html.
14 See, e.g., https://docs.microsoft.com/en-us/microsoft-365/security/office-365-
security/s-mime-for-message-signing-and-encryption?view=o365-worldwide.
15 https://datatracker.ietf.org/wg/openpgp/charter.
16 See Chapter 4. Also, https://autocrypt.org/level1.html#autocrypt-level-1-enabling-
encryption-avoiding-annoyances.
17 https://xmpp.org/software.
18 http://xmpp.org/about/technology-overview.html.
19 https://otr.cypherpunks.ca/software.php.
20 The latest version of OTR (v4) aims at supporting asynchronous messaging and 
out-of-order delivery.
21 https://whispersystems.org/blog/facebook-messenger.

https://tools.ietf.org/html/rfc821
https://www.philzimmermann.com/EN/essays/WhyIWrotePGP.html
https://docs.microsoft.com/en-us/microsoft-365/security/office-365-security/s-mime-for-message-signing-and-encryption?view=o365-worldwide
https://docs.microsoft.com/en-us/microsoft-365/security/office-365-security/s-mime-for-message-signing-and-encryption?view=o365-worldwide
https://datatracker.ietf.org/wg/openpgp/charter
https://autocrypt.org/level1.html#autocrypt-level-1-enabling-encryption-avoiding-annoyances
https://autocrypt.org/level1.html#autocrypt-level-1-enabling-encryption-avoiding-annoyances
https://xmpp.org/software
http://xmpp.org/about/technology-overview.html
https://otr.cypherpunks.ca/software.php
https://whispersystems.org/blog/facebook-messenger
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22 https://xmpp.org/extensions/xep-0384.html#top.
23 http://mixminion.net.
24 https://github.com/cjdelisle/cjdns/blob/master/doc/Whitepaper.md.
25 ‘Alice and Bob’ are fictional characters used as placeholder names in cryptology 
and other computer science/engineering literature to lay out a scenario where there 
are several participants in a thought experiment or a model.
26 The Apple vs FBI dispute was a landmark controversy about whether courts can 
compel communication technology manufacturers to assist in unlocking phones 
whose data are encrypted. The controversy was spurred by orders issued by US 
District Courts to Apple in 2015 and 2016.

https://xmpp.org/extensions/xep-0384.html#top
http://mixminion.net
https://github.com/cjdelisle/cjdns/blob/master/doc/Whitepaper.md
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CONCEALING FROM WHOM? 
THREAT MODELLING AND 
RISK AS A RELATIONAL 
CONCEPT

noWaDays, the FieLD oF encrypteD messaging proposes a Large 

variety of solutions for concealing, obfuscating and disguising private com-
munications and other online activities, tailored to enable protection against 
specific ‘adversaries’. Security and privacy features worked into different pro-
tocols offer various degrees of protection and let users conceal different parts 
of their online identities. As a prelude to the more detailed analysis of how 
some of these systems are created, developed and used – which will be the 
objective of Chapters 2 to 4 – this chapter seeks to discuss how instruments 
such as ‘threat modelling’ and risk assessment are deployed during the devel-
opment of encrypted messaging systems, in order to identify from whom a 
user needs to hide, or to analyse the possibility of an impending threat. It is 
not only important to know who to hide from, but also to evaluate the chances 
of actually ‘meeting’ this adversary. In fact, users perceive themselves, not as 
having a single identity, but rather as possessing a set of ‘profiles’ or ‘personas’, 
and every role may require particular patterns of digital self-care, served by 
specific sets of tools. These different personas imply a specific online behaviour 
pattern, thus creating what is called ‘security by compartmentalisation’. This 
chapter explores how, when applied to digital security, risk is a relational and 
socially defined concept, as it greatly depends on a user’s social graphs and 
communicative contexts.1



67

threat moDeLLing anD risK as a reLationaL concept

Creat ing and conceal ing an onl ine presence

In response to the recent increasing variety of use-cases for encrypted secure 
messaging, a number of privacy-enhancing tools offer several different solutions 
to conceal private communications or other online exchanges. From the more 
popular centralised solutions such as Wire, Telegram, Signal and WhatsApp 
to less widely used decentralised platforms such as Ricochet or Briar – some 
of which will be the subject of the following chapters – and email clients sup-
porting PGP encryption, these solutions are tailored to protect against specific 
‘adversaries’. Security and privacy features worked into different protocols offer 
various degrees of protection and let users ‘hide’ different parts of their online 
identities.

The great variety of concealing devices that are being developed for our 
communicative tools is a response to the increasingly complex relationship 
between Internet users and the circulation of their personal data online. 
Indeed, our online traces are multi-layered and embedded in the material 
infrastructure of the Internet. Our identity can be disclosed not only by the 
content of our messages, but also by the unique identifiers of our hardware 
devices (such as MAC addresses), our IP addresses and other related 
metadata, thus contributing to the ‘turn to infrastructure’ in privacy and its 
governance (Musiani et al. 2016). This raises questions such as which of 
our multiple online identifiers can be considered as personal, which data 
should we hide, and from whom, and – to invoke David Pozen’s ‘mosaic 
theory’ (2005) – when does a combination of several items of a priori non-
identifying information construct a degree of personalisation sufficient to 
de-anonymise a user?

Drawing upon previous work such as the anthropology of spam filters 
(Kockelman 2013), we understand cryptographic systems as sieves that sepa-
rate items of information that have to be hidden from items that can be shown. 
Encryption algorithms appear as inverses or shadows of the information they 
sort. In fact, designing privacy-enhancing tools requires imagining the ‘worst of 
all possible worlds’, being constructed through various scenarios implying risk, 
uncertainty and flaws in security. Identification of a threat model serves as a way 
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of agreeing upon an appropriate threshold of anonymity and confidentiality for 
a particular context of usage. Thus, different users may define in different ways 
who their adversary is, may disagree (or in any case, have to find grounds to 
agree) on which types of data should be concealed, and make a choice about 
which tools are more likely to give them the level of protection they need. 
Depending on different use-cases, from ‘nothing-to-hide’ low-risk situations, 
to high-risk scenarios in war zones or in authoritarian contexts, users, trainers 
and developers co-construct threat models and decide which data to conceal 
and on the ways in which to do it, which sometimes relies on a variety of  arts 
de faire deployed by users to ‘hijack’ (Callon 1986) existing encryption tools 
and develop their own ways to conceal themselves.

To understand how threat models are constructed, it is useful to recall the 
interdisciplinary work that, in the last fifteen years, has explored the ‘collec-
tive’ dimension of privacy and the extent to which protecting it requires the 
interdependence of multiple factors and actors. For instance, Daniel Solove has 
described the ways in which the contours of online social representation are 
gradually identified as a result of the informational traces left behind by differ-
ent interactions, dispersed across a variety of databases and networks (Solove 
2006). These traces are at the core of states’ and corporations’ attempts to track 
and profile citizens and users, as well as central to activists’ strategies to expose 
corporate and state malfeasance. Successfully preserving one’s privacy in the 
connected world is thus about managing visibilities (Flyverbom et al. 2016). 
Along the same lines, emphasising the ways in which users can be active crea-
tors of their own privacy, Antonio Casilli has shown how the right to privacy 
has turned into a ‘collective negotiation’ whose main objective is to master 
one’s projection of self in social interactions with others (Casilli 2015). Paul 
Dourish and Ken Anderson nicely summarise the core message put forward by 
this approach to privacy and security when they suggest that these are ‘difficult 
concepts to manage from a technical perspective precisely because they are 
caught up in larger collective rhetorics and practices of risk, danger, secrecy, 
trust, morality, identity, and more. As an alternative, they argue that we should 
move ‘toward a holistic view of situated and collective information practice’ 
(Dourish and Anderson 2006).
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Surveillance studies have also paid specific attention to the collective and 
relational dimensions of surveillance, privacy and security. Authors interested 
in exploring the concept of resistance have underlined the algorithmic and 
‘rhizomatic’ nature of new surveillance practices and the responses needed to 
counter them (Martin et al. 2009); others show how a traditional conceptualisa-
tion of surveillance, involving an exclusive relationship between the surveillant 
and his object, does not properly take into account the ‘surveillant assemblages’ 
(including those that seek to respond to surveillance) that are currently on dis-
play in networked media, and are transforming the targets and the hierarchies 
of surveillance activities, while at the same time reconfiguring the notion of 
privacy (Haggerty and Erickson 2000).

Some contributions by scholars of online surveillance and privacy, while 
grounded in research that demonstrates the pervasiveness of digital surveil-
lance and echoes the conceptualisation of surveillance as ‘assemblage’, are 
explicitly aimed at providing practical ‘guides’ for users. This is the case with 
Finn Brunton and Helen Nissenbaum’s Obfuscation, which aims to provide 
both a rationale and a set of tools aimed at the ‘deliberate use of ambiguous, 
confusing, or misleading information to interfere with surveillance and data 
collection projects’; these strategies may include noncompliance and sabotage 
(Brunton and Nissenbaum 2015). The work of Lex Gill and colleagues, with a 
particular focus on the Canadian context, also seeks to provide a ‘field guide’ 
to the debates on encryption and offer hands-on suggestions for ‘policymak-
ers, legal professionals, academics, journalists, and advocates who are trying 
to navigate the complex implications of this technology’ (Gill et al. 2018). The 
increasing frequency of this type of contribution – the provision by scholars of 
hands-on guides in this field – is interesting to acknowledge in the context of 
this book. Such texts create hybrids that operate somewhere between scholarly 
contributions, on the one hand, and, on the other, practical guides meant to 
act as companions to the proliferation of tools and possible use-cases. Thus, 
such texts – and possibly, to some extent, the present book – contribute to 
concretely co-shaping users’ responses to surveillance and actions aimed at 
protecting privacy.
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‘Know your enemy’ :  Threat modell ing as  a tool 
for tra iners

In design studies and software engineering, threat modelling is considered an 
inherent part of the normal design cycle where ‘security needs’ are understood 
as yet another facet of the complex design process: ‘We must consider security 
needs throughout the design process, just as we do with performance, usability, 
localizability, serviceability, or any other facet’ (Torr 2005). When applied to 
the software development process, threat modelling is defined as a ‘formal pro-
cess of identifying, documenting and mitigating security threats to a software 
system’ (Oladimeji et al. 2006). Threat modelling enables development teams 
to examine the application ‘through the eyes of a potential adversary’ in order 
to identify major security risks. However, threat modelling processes and tech-
niques are also applied to human agents, in order to find security flaws in user 
behaviour patterns (both online and offline), identify sensitive information ‘to 
be protected’, determine potential adversaries, and evaluate their capacities and 
propose solutions for risk mitigation and protection.

The idea of threat modelling applied to users instead of informational systems 
is related to the difficulty – rather, the impossibility – of ‘hiding from everyone’. 
As the Electronic Frontier Foundation, a leading NGO in the digital security 
sphere, puts it:

It’s impossible to protect against every kind of trick or attacker, so you should 

concentrate on which people might want your data, what they might want 

from it, and how they might get it. Coming up with a set of possible attacks 

you plan to protect against is called threat modelling.2

Threat modelling is linked to another instrument called risk assessment. While 
threat modelling means identifying from whom a user needs to hide, risk assess-
ment is a tool that trainers and digital security organisations use in order to analyse 
the chance of a threat being realised. It becomes important not only to know 
who to hide from, but also to evaluate the actual chances of coming face-to-face 
with one’s adversary. While risk has been described as a cultural ‘translation’ of 
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danger (Douglas and Wildavsky 1982; Vaz and Bruno 2006), risk assessment is a 
‘quantification of uncertainty’ (Hong 2017), that produces risk as something that 
can be ‘known, mitigated, increased and decreased, calculated’ (Porter 1995).

For the digital security trainers, we interviewed over the course of this 
research, threat modelling and risk assessment have become powerful instru-
ments for narrowing down and structuring their training sessions. Several train-
ing sessions that we have observed in Ukraine and Russia used different threat 
modelling techniques. For example, the ‘Digital security for activists’ session 
that took place in Saint-Petersburg, Russia, on 10 April 2016, started with P., 
the trainer, offering the following introduction:

Before we start, we need to decide from whom we are protecting. First, 

the state. In just the last year 200 court cases have been opened because of 

online publications, comments and so on. Second, we should be protecting 

ourselves from corporations. It may be naive to say so, but it is clear that 

different corporations are accumulating information, and a lot of useful 

services that are given to us for free, however in exchange these companies 

are appropriating information about us. Third – there are other malicious 

agents who would like to get access to our online wallets or to hack us just 

for fun (translation from Russian by the authors).

This division between three categories of adversary was not just used rhetori-
cally to introduce the training session: it was subsequently used throughout the 
three-hour workshop, in order to group various privacy-enhancing tools that 
people might need, around the three big categories of adversaries. Structuring 
training around a specific adversary means identifying not just the technical 
resources the adversary possesses, but also the extra-technical parameters – the 
legal context, for example.

Another way of structuring a training session was experimented with by 
Ukrainian trainers V. and M., both of whom specialised in high-risk users likely 
to face powerful, state-level adversaries, or maybe even physical threats. The 
training, held on 15 January 2017 in Kyiv, involved using a spreadsheet for both 
participants and trainers to complete (Figure 1.1).
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Fig. 1.1 Digital security training observed in Kyiv, January 2017. The table includes 
the following columns (from left to right): Description of a person, its functions and 
activities, risks, ‘assets’ (devices, accounts, types of communications used), adversaries, 
threats (applied to the assets based on risks), possibility of a threat to happen, how 
to avoid risks (photograph by the authors).

The training was organised around a collaborative construction of several 
fictional profiles (for example: Anya, 25 years old, ecological activist; Oksana, 
30 years old, journalist, etc.) and the identification of corresponding assets, 
adversaries and threats. In this way, trainers were focused not on enumerating 
existing privacy-enhancing tools, but on explaining a precise methodology of 
personalised threat modelling. For trainers, a user’s ability to analyse a very 
concrete situation and context is more important than their possessing sophis-
ticated knowledge of multiple tools. Though some of the observed training 
sessions were nonetheless centred around demonstrations of particular tools, 
the majority of trainers are largely critical of tool-centred approaches and insist 
instead on tailored, threat-model-based forms of training:

Very often trainings turn into tool-trainings. But in our work tools are 

not our primary and even not secondary concerns. What’s primary is the 

evaluation of what participants need, what they already use. And only after 

we think of what we can suggest them to use, and again, without any hard 



73

threat moDeLLing anD risK as a reLationaL concept

recommendations ‘you need only this tool and that’s all’ (M., informational 

security trainer, Ukraine).

The digital security community is highly reflexive about its own training prac-
tices and the evaluation criteria used to assess secure messaging applications 
and mail clients. In recent years, the transition from a tool-centred approach 
to a user-centred one has been something of a paradigm shift among trainers 
and experts, where the user’s capacities to evaluate their own threat model 
are seen as increasingly crucial. As the famous EFF guide ‘Surveillance Self-
Defense’ puts it,

Trying to protect all your data from everyone all the time is impractical and 

exhausting. But, do not fear! Security is a process, and through thoughtful 

planning, you can assess what’s right for you. Security isn’t about the tools 

you use or the software you download. It begins with understanding the 

unique threats you face and how you can counter those threats.3

This ‘tailored approach’ to threat models during security training sessions is 
also important because developers in the secure messaging field are currently 
discussing a number of unsolved cryptography problems, such as metadata 
storage, the vulnerabilities of centralised infrastructures, the usage of telephone 
numbers as identifiers and so on. In the absence of the ‘perfect tool’ in all these 
respects, trainers recommend patchworks of different tools and operational 
security practices (‘physical security’) that aim to minimise the drawbacks of 
existing tools and offer different features, from encryption ‘in transit’ to encryp-
tion ‘at rest’, metadata obfuscation, and so on. Threat modelling is a practice 
that helps to fix, and in some ways compensate for, some of these unsolved 
technical problems.

It is also important to note that, for a specific threat model, extra-crypto-
graphic factors such as a particular tool having a low learning curve before it can 
be used, peer pressure or network effect (first-time users joining a tool because 
a critical mass of individuals already uses it) may be more important than the 
technical efficiency of a cryptographic protocol. Thus, a trainer in Ukraine 
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would – seemingly counter-intuitively but, from their standpoint, ultimately 
logically – often advise their high-risk users to use WhatsApp and Gmail instead 
of Signal or a PGP-encrypted form of email, as ‘everyone already uses it and 
knows how it works’. In other words, the adoption of these tools will happen 
quicker and result in fewer mistakes. Thus, time and learning curve become 
additional factors affecting the recommendation of a specific tool.

‘Nothing to h ide ’  or ‘t infoil  hat freaks ’ ? 
A continuum of r i sk levels

Away from trainers and digital security experts, users develop their own meth-
ods to evaluate their risks, and invent specific ad hoc practices of digital self-
defence. However, even after the Snowden revelations, a significant proportion 
of European citizens share the idea that they have ‘nothing to hide’, sometimes 
considering the mere fact of concealing online traces as a potential indication 
of criminal activity. A recent study has revealed a certain state of public apathy: 
‘though online users are concerned and feel unease about the mass collection of 
their personal data, the lack of understanding as to how such data is collected 
as well as a sense of powerlessness leads to the public’s resignation and apathy’ 
(Hintz and Dencik 2017).

The ‘nothing to hide’ argument has, famously, been widely criticised by the 
security community, resulting in the production of a variety of cultural content 
and online tutorials aimed at increasing the awareness of the general public about 
digital security.4These contributions fuel the ongoing debate about the thin line 
separating both targeted surveillance from mass surveillance and high-risk from 
low-risk users. The demarcation between hiding from governments and hiding 
from corporations is also increasingly blurred, with the image of the ‘adversary’ 
becoming much more complex and hybrid (Musiani 2013).

While the vast majority of user studies in usable security – the field of 
study that evaluates the usability of digital security – have been conducted with 
subjects from the ‘general population’ (in fact, usually, university students), 
our research provides slightly different results regarding users’ awareness of 
and concerns about privacy. We classified our interviewed population against 
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two axes: individuals’ knowledge about technologies and their risk situation. 
This resulted in four groups that we will examine in turn in the remainder of 
this chapter – although, as we will further explore later, while we found this 
distinction operationally useful, it also had its limits.

For profiles with a low-level risk situation but possessing a high degree of 
technical knowledge, the awareness of privacy and security related risks was very 
high; however, the generally adopted user behaviour was not holistically secure: 
a large number of tech developers or trainers were using unencrypted email 
and text messaging applications. For example, despite recent usability research 
showing that Telegram was suffering from a number of important usability and 
security problems (Abu-Salma et al. 2017a), with encryption for group chat 
being very basic, Pirate Party activists – themselves software developers, system 
administrators and/or hosting providers – use Telegram on a daily basis (for 
example, the group of Pirate Party Russia on Telegram counts 469 users as of 
24 November 2019). However, other tactics of self-defence are used, such as 
self-censorship (avoiding talking about specific topics) and pseudonymisation 
(avoiding real profile photos and usernames).

Surprisingly, there is no strict correlation, at least in our interviews, between 
users’ threat models, level of technical knowledge, the security features of a 
tool – such as key length or key generation algorithm – and the dynamics of 
tool adoption. Instead, other extra-cryptographic and extra-security features can 
become arguments for the adoption of a specific tool. In the case of Telegram, 
it is interesting to observe how the actual cryptographic protocol and security 
and privacy properties lose their importance for users, compared to the features 
of the interface and to the reputation of the app’s creator. The trust in Telegram, 
according to our interviews, is not located in the technology, but in the person 
using the technology and their political position:

User1: ‘Maybe you should not discuss that over Telegram?’

User2: ‘Why not? Pashka Durov will never give away any of our data, he 

does not care about Russian police’ (from online discussion in a group 

chat ‘Soprotivlenie’ [Resistance], posted on 11 June 2017; translation 

from Russian by the authors).
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Within high-risk and low-knowledge populations, however, the awareness of 
risks regarding privacy issues (such as the necessity of using privacy-preserving 
browser plug-ins) was not absolute, with behaviour related to email and mes-
saging estimated as being more important. Even if these users could not always 
clearly describe possible attack vectors, they had a highly multi-faceted and 
complex image of who their adversary was. This was clearly expressed in the 
drawings collected during interviews and observed workshops, which respond-
ents drew when asked by us to illustrate who or what they considered to be their 
adversary (Figure 1.2).

‘Low-knowledge, high-risk’ users, for their part, deploy specific, often unique 
and personal, methods to protect their communications and information, result-
ing in an assemblage of different tools and practices, both in their offline (social 
engineering, operational security or ‘opsec’) and online behaviour (Figure 1.3).

Fig. 1.2 User representation of ‘insecure communications’. Drawing collected during 
a digital security workshop in Saint-Petersburg, April 2017. By a female activist of a 
feminist collective. The ‘crocodiles’ are labelled (from left top clockwise): ‘Corporations, 
Facebook’; ‘Trolls’; ‘Center against extremism, FSB, police’; ‘Who the f**k knows’. On 
the cloud: ‘Search’; ‘Social networks’.
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For instance, high-risk users in Russia and Ukraine – namely left-wing activ-
ists who face police threats and targeted surveillance – are widely using the 
so-called ‘one-time secrets’, special web-based pastebins or pads that claim to 
destroy messages once read.5 These users describe the main threat they face as 
being the seizure of their devices. Thus, they suggest, a self-destroying link is the 
most secure way to communicate, even though the links to these locations are 
often sent via unsecured channels, such as Facebook Messenger. The flip side 
of these practices is that applications that are a priori more specifically targeted 
to activists become infrequent choices for these high-risk users.

Secur ity by compartmental i sat ion and 
‘relat ional ’  r i sk

As these examples show, the multitude of messaging apps echoes the variety of 
user behaviour and risk assessment practices. In fact, users perceive themselves 

Fig. 1.3 User representation of ‘secure communications’. Drawing collected during 
a digital security workshop in Saint-Petersburg, April 2017. Female, antifascist activist. 
From the left: ‘Me: laptop + Tails + 100500 passwords + Tor + Thunderbird + 100500 
keys + trusted email provider = message “Nikita, could you buy some tomatoes 
please?” (And if Nikita is online, then Jabber)’
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as having a plurality of identities, each of which may require specific digital 
self-care practices and sets of tools. This creates what we call ‘security by 
compartmentalisation’.

Users select different messaging apps for different groups of contacts, accord-
ing to the perceived level of risk. Even some of our high-risk interviewees report 
that they use WhatsApp or Facebook Messenger for work and family relations, 
while preferring PGP-encrypted email, Signal or Privnote for activist-related 
contacts. Some prefer to move all the communications to a single application, but 
report having a hard time convincing relatives to change their online behaviour 
(the so-called ‘digital migration problem’) or face compatibility problems (for 
example, older phones cannot run Signal).

As a consequence, when applied to digital security, risk is a relational concept, 
as it greatly depends on the user’s social graphs and contexts of communica-
tion. A high-risk user from Ukraine, involved in a collective for the support of 
political prisoners, explains:

My risk is always connected to the risk of other people. I do not want to use 

my mobile phone to connect to my activist account, as it will be possible to 

connect the two. And even if I think that I have not done anything, other 

people have reasons to hide themselves. And finally… I never know when 

someone comes after me. Predicting future is not wise. Khodorkovsky just 

before his arrest also said that no one was interested in him.

In this sense, even though using axes to categorise users can serve practical 
ends – making it easier, for example, to apply statistical treatments to our 
data, something that the technologists in the NEXTLEAP team very much 
appreciated, which resulted in a few collaborative papers – the difference 
between low-risk and high-risk users is actually highly context-dependent, 
and always shifting: a low-risk person in contact with high-risk ones has 
to increase their level of security and may themself become high risk. As a 
user from Austria, a festival organiser self-identifying as a low-risk person, 
puts it:
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I work on a festival which is all about generating outreach. And I adapt to the 

people I invite or strategize projects with. So the risk of my communication 

is related to the risk taken by the people I am talking to. So for example with 

[X], [Y]6 or others I always encrypt everything of course and I also always 

check if a guest I am inviting has a public key on a keyserver so I start com-

munication encrypted […] Enemy? Lots of my guest speakers have serious 

enemies; so I again adapt to that.

This ‘compartmentalisation’ approach to security also results in some hardware-
based user bricolages or tinkering, ranging from the more popular practice 
of ‘dual-booting’ (combining an ‘activist’ and a ‘normal’ operating system on 
the same machine), to more sophisticated hiding places or concealed operat-
ing systems. These user behaviours and user-driven practices of security by 
compartmentalisation have been recently incorporated by design in a project 
named Qubes. This is an operational system based on a multitude of virtual 
machines creating isolated working environments that let users coordinate 
and manage different ‘parts’ of their online identities with different needs and 
security requirements.

However, risks and threat models also evolve over time. Not only are these 
dependent on users’ relational networks, but also on the supposed reactions 
and behaviours of the adversary. Thus, for this high-risk and high-knowledge 
user from Greece, it is important to constantly reinvent their everyday security 
practices:

According to the act or what I do I have a specific OPSEC. I remember the 

main steps by heart, though I don’t use the same practices every time as 

once used a specific methodology then it’s burned. Depending on the place 

I try to masquerade to the common practices of this area rather than blindly 

improvise. The adversary is always learning from me and from trusted people 

or friends that are not careful enough.

If the distinction between high risk and low risk needs to be taken with a grain 
of salt, so too do the definitions of sensitive and insensitive data. Religion, 
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morality and gender become important parameters in influencing the definition 
of what ‘sensitive information’ is. Our interviews with Middle Eastern users, 
for example, show that one of the most important adversaries from whom 
Muslim women have to hide is their own partner or family member. As one of 
our interviewees, a twenty-seven-year-old Iranian woman, explains, photos of a 
non-religious wedding can become as sensitive as an instance of political critique, 
and can present significant levels of risk to the person sharing the photos. It is 
not, therefore, the type of information itself that defines the category of ‘high 
risk’, but the user’s broader context: threat models and risk levels thus can be 
gender and culture dependent.

‘ I f  you use that tool,  you have something to hide ’ : 
Paradoxes of the mass adopt ion of encrypt ion

According to our fieldwork, open-source and licensing choices are covered less in 
high-risk training sessions, as high-risk users do not always associate open source 
with security. Open source was perceived as a less important criterion in the 
context of an immediate physical threat: if a proprietary but ‘efficient’ and ‘easy 
to explain’ solution exists, trainers will give it priority. For example, in Ukraine, 
WhatsApp is the most recommended application, because it is considered easy 
to install. Trainers consider WhatsApp’s proprietary license and collaboration 
with Facebook (notably in relation to metadata sharing) as less important than 
users’ perceptions around security. The primary task in high-risk contexts with 
low-knowledge users is to help them quickly abandon unencrypted tools, as well 
as tools whose creators may be collaborating with their adversaries.

Since WhatsApp adopted end-to-end encryption, we usually do not spend 

that much time on instant messaging encryption [during trainings] and 

recommend to stay with WhatsApp if people already use it. So they can 

still communicate with all of their friends, and also… it looks familiar, 

and it does not shock them. And people say [during trainings] if they use 

WhatsApp it’s less suspicious than if they use a special app for activists (I., 

female informational security trainer, Ukraine).
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This quote raises an important concern addressed by a number of our user 
interviewees and observed during both cryptoparties and informational secu-
rity trainings: does the very fact of using an activist-targeted app constitute a threat 
in itself? This refers to Ethan Zuckerman’s (2008) famous ‘Cute Cat Theory of 
Digital Activism’, according to which it is safer and easier for activists to use the 
same mainstream platforms as those used for sharing ‘lolcats’ pictures, whereas 
using a tool marked as ‘activist’ may put users under targeted (and thus, easier 
and cheaper) surveillance.

This concern reveals a shared (but often underexplored) anxiety among 
users about specific kinds of metadata (even though this particular term is not 
always used explicitly), e.g. data about their installation of particular apps. In 
interviews, we were often confronted by an extensive critique of all the exist-
ing tools by both informational security trainers and non-technical users. This 
echoes the findings of another recent usability study of end-to-end encryption 
tools, which concluded that ‘most participants did not believe secure tools 
could offer protection against powerful or knowledgeable adversaries’ (Abu-
Salma et al. 2017b: 2). Many users mentioned as a reason for not adopting 
encryption the fact that their social graphs and ‘activist’ lifestyle would be 
exposed to adversaries by using specific tools. A Russian user also mentioned 
the opposite effect – using an activist-targeted tool as means of ‘earning trust’ – 
recounting the story of an undercover police officer who used a @riseup.net 
email account as a way of penetrating a student movement mailing list during 
the 2011–12 mass protests.

The quintessence of this ‘tool-scepticism’ can be illustrated with a drawing 
(Figure 1.4) authored by one of our respondents – a European high-risk war 
correspondent working in the Middle East – when asked to draw a representa-
tion of his adversary.

The adoption of encryption by mainstream messaging applications (as 
opposed to applications designed more specifically for activists) leads to a 
peculiar effect that one of our respondents summarised as ‘fish in the sea’ (used 
in the sense of being ‘one among many similar entities’ in a wide-open space 
that offers mutual protection via mutual concealment):
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Imagine if I have nothing to hide, but I still use an end-to-end encrypted 

app, then people who need to hide themselves… like whistleblowers for 

example… it will be easier for them, say, to disappear in this big flow of cat 

photos or love messages. So I feel like I am helping someone when I use 

encryption all the time for all of my communications (Female, low-risk user, 

tech-journalist, Austria).

An interesting phenomenon of ‘shared responsibility’ arises from this mass 
adoption of encryption: the more users opt for end-to-end encryption tools, the 
more secure it becomes for everyone to use these tools, but specifically for those 
users whose life and freedom depend on them. As we will see in the following 
chapters, while in the mass adoption of distributed or peer-to-peer applications 
there is a real technical correlation between the number of users and the level of 
privacy protection, for centralised applications (like Signal and WhatsApp) or 
for email encryption, the consequences of mass adoption are often described 
as increasing the difficulty, human and technical, for the adversary to achieve 
its surveillance objectives:

The more people use encryption, the more expensive it will be for the gov-

ernments to read everything. It’s not about reaching 100% security… This 

simply does not exist! It’s about making them waste their time and money 

to decrypt our stuff and in the end they are reading something like ‘Let’s go 

eat pizza tonight’… (male, informational security trainer, Ukraine)

Even though the collaboration of Signal’s head developer, Moxie Marlinspike, 
with WhatsApp and Facebook was controversial and subject to critiques within 
a number of tech-savvy circles – in particular in the F/OSS (Free and Open-
Source Software) communities – mass adoption of end-to-end encryption had an 
important impact on Internet governance. With applications such as WhatsApp 
bringing strong cryptography into the mainstream, the thesis of ‘encryption as a 
human right’ and the demand for ‘equal access to encryption’ have become more 
widespread. Among recent initiatives, a 2017 letter signed by 65 privacy-focused 
NGOs (including Privacy Now, EFF and Article 19) and addressed to the UN, 
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demanded the decriminalisation of users of privacy-enhancing technologies 
and digital security trainers (see IFEX, 2017). Two years earlier, privacy and 
the right to conceal were presented by the United Nations Special Rapporteur 
on Human Rights as a core component of freedom of opinion and expression:

Discussions of encryption and anonymity have all too often focused only 

on their potential use for criminal purposes in times of terrorism. But emer-

gency situations do not relieve States of the obligation to ensure respect for 

international human rights law […] General debate should highlight the 

protection that encryption and anonymity provide, especially to the groups 

most at risk of unlawful interferences (Kaye 2015).

In our interviews, developers and information security trainers underlined the 
urgency of finding a reliable solution to the problem of metadata collection. 
As we have already implied, this is a key area where debates around encryp-
tion become relevant. Metadata are data that describe or provide information 
about other data, such as social media discussions, email exchanges or online 

Fig. 1.4 Drawing collected during the interview on February 16, 2017. The user 
commented on the drawing as follows: ‘In the case of a truly secure communication I 
say something, but no one knows what I said and to whom […] I could have just given 
you a blank sheet of paper, it would have meant that no traces of a communication 
act are visible. But as soon as you asked me to draw you something…’ (C, male, 
journalist, high risk).
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transactions. Devices and systems that are connected to the Internet (or support 
its operation), including messaging and other online communication systems, 
collect this ‘information about information’ that, when aggregated, can account 
for a user’s daily Internet activities, but also for real life activities and activities 
of other users. The collection of metadata is, or can be, especially problematic 
because it happens in the background and for a variety of purposes, and users 
can usually gain access to a mere fraction of the metadata collected about 
them. Controversies around metadata collection are numerous, including the 
presence of informed consent, the level of clarity concerning use or sharing, 
the existence of retention policies (documents stipulating how long an entity 
will store metadata) and the legal possibility of bulk or warrantless collection, 
in particular by governmental agencies (Piscitello 2016). Ultimately, develop-
ers and trainers appear to share a consensus that there is currently no solution 
in the field of end-to-end encrypted instant messaging apps that offers good 
metadata protection. Developers and trainers associate the leaking of metadata 
with centralisation:

Metadata connects you weirdly with other people, and there’s more sense 

in the metadata than in the data itself for technological reasons […] No 

one from the messaging apps is trying to solve that. Instead they suggest to 

sync your address books so they know exactly who you’re talking to even 

though you trust them to somehow make it into hashes or whatever. That’s 

the issue we are not solving with the apps, we make it worse. We now have 

centralised servers that become honeypots, and it’s not about the data, it’s 

about the metadata (Peter S., Heml.is).

‘Actually,  in Google we trust ’ :  Quest ioning the 
pr ivacy-secur ity d ichotomy

When we first attempted to interpret our fieldwork, our hypothesis was that very 
distinct threat models could be associated with distinct types of users, grouped 
according to their risk status – ‘high’ or ‘low’. As already noted, this hypothesis 
was operationally useful, especially for our joint work with computer scientists 
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more familiar with usability studies. However, our fieldwork showed the limits 
of this opposition, demonstrating the relativity of two binary visions: users 
could be categorised not only as high risk vs low risk, but also according to 
their concern about privacy vs security. These two concerns, and the defensive 
practices they give rise to, are in fact interpenetrating, as the remainder of this 
section will further demonstrate.

Indeed, among our interviewees, citizens of supposedly ‘low-risk’ countries 
(Western countries led by long-term democratic regimes) were more concerned 
with privacy-related issues, while individuals ‘at high risk’ (i.e. belonging to 
particular socio-demographic groups that placed them in the spotlight of 
authoritarian regimes) focused on urgent needs and life-and-death situations, 
often adopting technical solutions that are easier to install and use, even if they 
do not, in fact, provide strong levels of privacy protection (WhatsApp, for exam-
ple). This difference can be exemplified by the different attitudes towards tech 
giants, such as Google, Apple, Facebook, Amazon and Microsoft. Criticism of 
these companies mostly comes from Western users who have a high degree of 
knowledge about information technology and its socio-economy. Several ‘high-
risk’ users, by contrast, shared the idea that centralised and quasi-monopolistic 
services like Gmail, for example, offer a better security-usability ratio. In a 
context of risk and urgency, there tends to be a compromise between user-
friendliness and security, while technically experienced low-risk users often 
focus more on developing genuinely complex and multi-layered privacy and 
security preserving toolkits.

However, some of the criticisms of the practices of tech giants that have 
originated within the F/OSS community have touched larger, non-technical 
populations in high-risk countries. An example is the controversy about Signal’s 
dependence upon Google Play and Google Services,7 which originated within 
free software circles with the launch – and subsequent rapid shutdown – of the 
project LibreSignal.8 Signal’s dependence upon Google became a problem for a 
specific privacy-aware and tech-savvy user community, who opt for decentralised 
alternatives to the communication tools provided by Net giants. In this context, 
the choice of a ‘Google-free’ messenger can also be perceived as a ‘lifestyle’ 
choice. This choice often coexists with alternative choices of hardware (e.g. a 
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Linux phone, a Fair Phone, Copperhead OS, or other privacy enhancing tools). 
As one tech-savvy user put it, ‘If I don’t like mainstream in media, if I don’t like 
mainstream in music – why would I like mainstream on my computer?’ [Daniel, 
mail service provider, festival organiser].

However, according to our interviews, Signal’s dependencies on Google Play 
had an important impact not only on tech-savvy users from a priori low-risk 
environments, but also on users in problematic settings and with little technical 
knowledge. For example, in Syria, the country-wide blocking of Google Play 
meant that low-knowledge users no longer had comfortable and immediate 
access to the Signal app, yet they lacked the competencies to look for alternative 
routes to acquire it. Technical decisions made by developers of privacy-enhancing 
technologies – such as dependencies on third-party libraries and their licensing 
and protocol choices – are not only a preference or lifestyle issue for users but 
may also impact their security in life-and-death contexts.

Users in ‘high-risk’ type settings also mentioned as important for their threat 
models the issue of decentralised networks, once considered an overwhelm-
ingly ‘high-tech, low-risk’ concern. For example, our recent exchanges with 
Russian and Ukrainian left-wing activists revealed a growing desire among 
these populations to run their own file storage and decentralised communica-
tion infrastructures.

Conclus ions :  R i sk i s  relat ional ,  threat modell ing 
i s  crucial

By providing a number of examples related to contexts of use, users’ perceived 
needs and selection of possibly appropriate tools, this chapter has shown that 
in the field of online communications, and more particularly secure mes-
saging, risk is relational, and threat modelling is crucial for choosing the 
right tool to protect one’s communications. For example, if a user’s primary 
objective is to conceal from one’s own government, this objective is inextri-
cably entangled with changes in consumer habits and migrating from closed-
source platforms with business models based on user data. In this context, the 
‘adversary’ resembles a constantly evolving, fluid network connecting with 
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both private and institutional infrastructures, rather than a single entity with 
well-defined capacities and a predetermined set of surveillance and attack 
techniques and tools.

Trainers and digital security organisations are shifting towards a user-centred 
approach and user-tailored training sessions. At the same time, they increasingly 
face the challenge of communicating to their trainees that privacy-preserving 
and privacy-enhancing tools do not guarantee, in and by themselves, absolute 
security. Unsolved cryptographic challenges, such as how to build usable 
metadata-preserving solutions, are somehow ‘compensated for’ by a patch-
work of operational security techniques and combination of tools that users 
invent and constantly modify. Thus, the identification of ‘who we must conceal 
from’ – threat modelling and risk assessment – is a constantly changing process 
that depends upon a large set of often non-technical or non-cryptographic 
parameters, such as a user’s social graph, gender, religious or ethical norms, 
profession, geopolitical situation/the political regime, or the reputation and 
charisma of app creators. Indeed, encrypted communication is the product of, 
and sometimes the catalyst for changing, a vast network including institutions 
(or actors positioning themselves in opposition or resistance to them) and of 
course, myriad infrastructures and technical devices in which concepts such as 
security and privacy are embedded (see our previous discussion about ‘doing 
Internet governance’ in the introduction).

The very distinction between high risk and low risk, while useful operationally 
for the researcher as a practical methodological tool in order to build a diverse 
sample of users for interviews, shows its limits, mainly due to the ‘relational’ 
nature of risk we have introduced in this chapter. If a low-risk user has at least 
one high-risk user in her social graph, she may adopt a higher level of protec-
tion and even install a specific tool for communicating with this contact – and 
inversely, in specific sociopolitical contexts, what is usually understood as low-
risk/non-sensitive data may in fact place its owners in higher risk categories. 
Indeed, if designing privacy-enhancing tools requires imagining the ‘worst of all 
possible worlds’, this may well be the world of an individual among our contacts: 
the person who is most in need of concealing. The following chapters explore 
how developers seeking to respond to the ongoing turn to ‘mass encryption’ 



88

conceaLing For FreeDom

take this into account, as they explore different architectural configurations 
for encrypted secure messaging tools and cope with their constraints and 
opportunities.

Notes

1 An earlier version of this chapter was published as Ermoshina, K. and F. Musiani, 
‘Hiding from Whom? Threat Models and In-the-Making Encryption Technologies’, 
Intermédialités: Histoire et théorie des arts, des lettres et des techniques, 32 (2019), special 
issue Cacher/Concealing. It was also presented and discussed at the annual conference 
of the International Association for Media and Communication Research in Eugene, 
Oregon, 7–11 July 2018. We are grateful to the French Privacy and Data Protection 
Commission (CNIL) and Inria for selecting this work as a runner-up to the 2019 
CNIL-Inria Privacy Protection Prize.
2 https://ssd.eff.org/en/glossary/threat-model.
3 See, https://ssd.eff.org/en/playlist/academic-researcher#assessing-your-risks; 
we will analyse in Chapter 6 how this shift entails a change of methodology used to 
rank, evaluate and recommend secure communication tools.
4 Among recent initiatives, the documentary Nothing to Hide: http://www.allocine.
fr/video/player_gen_cmedia=19571391&cfilm=253027.htm.
5 The most popular services are One Time Secret (https://onetimesecret.com) and 
Privnote (https://privnote.com).
6 Mentioning two important and well-known tech and human rights activists.
7 https://github.com/WhisperSystems/Signal-Android/issues/127.
8 https://github.com/LibreSignal/LibreSignal; see Chapter 3.
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2

CENTRALISED 
ARCHITECTURES AS 
INFORMAL STANDARDS FOR 
‘CONTROL BY DESIGN’

this chapter is the First oF a series, constituting the centraL part 

of the book, that is best read as a triptych. Together, these three chapters are 
meant to provide an analysis of different architectural choices and their impact 
on the configuration – social and economic as well as technical – of encrypted 
messaging tools. Evaluating the consequences of these choices is important, in 
our view, for the reasons expressed in the introductory discussion of the con-
tributions social sciences can make to the study of encryption and decentralisa-
tion. We saw some of this at work in Chapter 1: every technical choice made 
by developers of secure messaging tools is not about reaching a perfect model, 
but about implementing, in practice, a series of compromises that are about 
technical performance, but also about community-building, standard-setting 
and finding suitable governance and organisational models. It is also about 
business models and reaching specific publics. Illustrating this interweaving of 
dynamics has been the core aim of this triptych of chapters.

Furthermore, we understand our review of the three types of architecture 
as a discussion of different ways to practise specific visions of online freedom: 
freedom to control the implementation of the technical solution, freedom 
proposed to users to choose their infrastructure to a more or less large extent, 
freedom to do without intermediaries or to configure them in specific ways, 
etc. Indeed, throughout these chapters, the overarching, central concept for 
this book – ‘concealing for freedom’ – is fleshed out, not as a fixed value, but as 
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something that is performed differently in different settings and defined by the 
field(s) within which it operates.

This chapter discusses centralisation, as defined in the Introduction, as a 
‘control by design’ model for secure messaging protocols and applications. In 
particular, we discuss the dynamics of centralisation-as-control deployed as a 
means to respond quickly to technical challenges in a situation of uncertainty. To 
do so, we explore Signal as a central case study, but we also touch upon the cases 
of Telegram and Wire. This chapter shows how ‘concealing for freedom’ dynam-
ics unfold for both developers and users in the case of centralised architectures. 
While centralised tools can offer users suitable solutions to protect their freedom 
‘from’ particular adversaries, their stance vis-à-vis active freedoms, such as the 
freedom ‘of ’ choice – of particular incarnations of a protocol, of specific inter-
face elements – is much more problematic. On the developers’ side, centralised 
architectures can restrict the freedom ‘to’ reuse and implement code in differ-
ent applications subtending the same protocol (Nyman and Lindman 2013). 
As Nyman (2015: 116) points out, quoting Raymond (1999), closed source 
licensing, made easier by centralised arrangements, erects a number of artificial 
technical, legal or institutional barriers that prevent ‘good solutions from being 
re-used’. In this case, a certain level of standardisation – be it formal or informal, 
as we will analyse below – can become a factor of freedom for developers.

As seminal secure messaging protocols such as PGP and OTR started 
showing their age in terms of security and usability, cryptographers, unsurpris-
ingly, wanted to develop new and better protocols in the wake of the Snowden 
revelations. Open-source developers started to deploy efforts to create a next-
generation secure messaging protocol. The most advanced and popular pro-
tocol in this regard is the Signal protocol, used by applications such as Signal 
(formerly TextSecure).

The Signal protocol is now considered the ‘best practice’ in the field of 
encrypted messaging and has become a trendsetter for other projects in terms 
of privacy and security features. Currently, Signal is centralised, as a single 
server mediates the setup of the protocol in most widespread deployments 
(e.g. WhatsApp, Google Allo, Facebook Messenger, Wire). A new means of 
‘quasi-standardisation’ or ‘standardisation by running code’ is being practised 
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around this protocol. In this process, a quasi-standard is defined as ‘something 
that works’ and that has been iterated and redeployed by others. Centralisation 
has allowed Signal developers to swiftly update the protocol in response to 
research and bugs, and to limit concerns about the technical competence of 
third-party developers standardising their protocol. However, the ‘bottleneck’ 
of centralisation also implies that difficulties and tensions have arisen in con-
nection with some attempts to reimplement the Signal protocol, due to the 
lack of specifications. This chapter will examine how these attempts to ‘control 
by design’ play out in the context of the development of secure messaging’s 
foremost protocols and applications, paying particular attention to attempts at 
informal standardisation as a way to ‘open up’ the protocol.1

From Axolotl to S ignal :  Between innovat ion and 
continuity

As we mentioned in the Introduction to this book, many actors in the field 
of secure messaging share a tacit agreement that the Signal protocol’s Double 
Ratchet is currently the leading protocol for instant messaging. In order to better 
understand how the Signal protocol interacts with previous and potential future 
developments of encryption protocols, it is useful to recall briefly the historical 
debates around two major protocols that dominated the ecosystem for many 
years before Snowden: OTR and PGP.

The main problems with PGP discussed in the cryptographic community, 
and shared by advanced users, could be summarised according to two main 
issues: complex key management and lack of repudiation and forward secrecy. 
The crisis of ‘public key infrastructures’ and of the very concept of cryptographic 
keys and signatures was also highlighted by digital security trainer communities 
and international NGOs promoting privacy-enhancing technologies, such as 
Tactical Tech and the Electronic Frontier Foundation (Musiani and Ermoshina 
2017). While still offering one of the most cryptographically robust solutions, 
PGP clearly faces usability challenges.

The OTR protocol started as a research project at UC Berkeley in 2002 and 
was first released in 2004. OTR developer Ian Goldberg described himself, in 
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our interview with him, as a very early PGP user and mostly an ‘email person’; 
it was his student, Nikita Borisov, who drew Goldberg’s attention to the grow-
ing field of social networking and instant messaging, thus identifying a new 
security gap to be filled. Ian’s description of the mission behind OTR relates 
this protocol to pre-existing technologies, as a way to respond to challenges that 
were not properly addressed by PGP:

Your choices at that time were either completely unprotected communication 

neither encrypted nor authenticated, or PGP in which case it’s confidential 

and authenticated unless your key leaks in which it’s not confidential and the 

authentication with digital signatures leads to non-repudiation (Interview 

with Ian Goldberg, May 2018).

While OTR’s solution of using per-conversation keys offered good repudiation 
and forward secrecy, it did not permit group chat encryption as, in Goldberg’s 
words, ‘that was how instant communication worked back then: you had to 
be online at the same time’: OTR’s design was inspired by existing tools that 
required synchrony (e.g. Aim). However, while popular in high-risk activist 
communities, OTR-based applications (such as Jabber) were widely criticised 
for their lack of multi-device support and other usability problems.

These shared concerns were at the core of the efforts subtending the Signal 
protocol, which successfully managed to address them, according to Goldberg: 
‘Text Secure, and later Signal, basically took OTR protocol and added basic fea-
tures to it to make it work in an asynchronous setting’. Using per-conversation key 
material in a similar manner to OTR, it did not force complex key management 
on users. It maintained properties of repudiation and forward secrecy by virtue 
of the Axolotl Diffie-Hellman key ratchet, but added ‘future secrecy’ so that 
messages could not be read at any point in the future in the case of a key mate-
rial compromise (Cohn-Gordon et al. 2016). It also solved the asynchronous 
messaging problem by allowing longer-term pre-keys managed by the Signal 
server and offered group messaging implemented as point-to-point messaging. 
The Signal protocol uses the ‘Axolotl’ key ratchet for initial key exchange and 
the ongoing renewal and maintenance of short-lived session keys, so there is no 
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long-term key that can be compromised. This provides forward secrecy so that 
the compromise of a short-term key does not compromise past keys (which 
would enable an adversary to decrypt past messages).

As the Signal protocol initiated a dialogue with the previous crypto protocol 
‘tradition’ (mainly by addressing the aforementioned limits of OTR and PGP), 
it quickly attracted the attention of the academic cryptographic community, 
and only minor flaws were found (Frosch et al. 2016). Although alternative 
approaches were developed and widely deployed, like MTProto by Telegram, 
these protocols developed their own cryptographic primitives and so received 
less attention from the academic community; additionally, a number of bugs and 
usability problems were revealed ( Jakobsen and Orlandi 2016; Abu-Salma et al. 
2017a). Interestingly, while Signal has deeply influenced the crypto protocol field, 
it did not depart from previous efforts, but drew from their well-known flaws: 
it is this continuity that can partly account for the interest from crypto experts.

With minor variants implemented in the vastly popular WhatsApp mes-
senger, the core Signal protocol seems well on its way to replacing the use of 
XMPP+OTR and to becoming a competitive, if somewhat ‘boutique’, feature for 
mainstream messaging services (as shown by the adoption of the Signal protocol 
as an option by both Google Allo and Facebook Messenger). Encrypted mes-
saging applications like WhatsApp, Telegram, and Signal2 are now the default 
application of this kind for users who consider themselves high risk. Usability 
studies have shown that although Signal, like OTR, is relatively easy to set up 
and use, even highly skilled users fail to use verification correctly. Signal is cen-
tralised, as a single server mediates the setup of the protocol in most widespread 
deployments (WhatsApp, Google Allo, Facebook Messenger, Wire).

There are also open-source alternatives that claim to use the Signal protocol 
or its forks, such as Wire, another centralised application, that uses a fork of 
Axolotl protocol called Proteus. Parts of the Signal protocol were copied by a 
draft XMPP-Foundation standard called OMEMO, for use by applications such 
as Conversations and ChatSecure, which led to usage of Signal’s double ratchet 
in federated projects. Another decentralised project, called Matrix, has reused 
parts of the Signal protocol to integrate them into their own cryptographic 
library, called Olm. While Signal appears to be widely adopted and considered 
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an improvement over both OTR and PGP, the core Signal protocol remains 
officially unstandardised, even though the protocol’s creators Trevor Perrin and 
Moxie Marlinspike have produced an informal draft after considerable ‘com-
munity pressure’ (in the words of Matrix.org’s lead developer).

A ‘quas i - standardisat ion’  process

While most users we have interviewed, including high-risk users, do not appear 
to have standardisation as an explicit priority, developers care deeply about 
standards as ‘something they would eventually be working on’, to increase the 
‘dialogue’ between applications and reduce the silo effect: ‘In the long term I 
am not opposed to the idea of standardising, it’s great to have a reference for 
interoperability’ (Briar lead developer).

Standardisation is understood as a reference and thus as an important com-
munication or mediation instrument, that helps members of the security com-
munity understand each other and build a ground for common knowledge 
(such as cryptographic libraries); it also guarantees a smoother development 
of new applications on top of standardised protocols. Yet a widespread dis-
content with existing standards bodies is expressed by developers, for several 
reasons. Developers underline recent transformations of these organisations, 
referring to a previous ‘golden age’ of standardising bodies, when their mode 
of existence was closer to that of FOSS communities. Our respondents note 
the growing importance of private actors as stakeholders within standardis-
ing bodies:

My impression of the IETF is that it’s not the same beast it was in the early 

days. There was a time when it was a group of enthusiastic people who 

would come to the IETF with an idea that was sort of halfway finished and 

they’d say look I wanna let everybody know about this, let’s knock it into 

shape and we’ll all build on it. I think it’s become a much slower moving 

and more adversarial environment. This area of technologies has attracted 

more money and more corporate participation and therefore, conflicts of 

interest (Briar lead developer).
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This institutionalisation of standardising bodies and their progressive removal 
from coding communities creates an environment that is less suitable for experi-
ments and unfinished projects:

I think that [an automated, periodical clearing out of message history] is 

something that we will implement, it just probably will not be standardised 

because the XMPP community is very conservative. I don’t think… they 

don’t fully get it. It’s something that users want… so why?… I don’t know. 

They end up in that old school stuff (ChatSecure developer).

As Callon (1986) would put it, standardisation implies the ‘translation’ of a 
protocol as a sociotechnical experiment into a pre-standard, able to ‘enroll’ and 
convince various agents within evaluation bodies. Standardisation involves col-
lective work that opens up the core-set of protocol authors to include external 
experts from standardising organisations, some of them being far from users’ 
experiences and needs, and from the ‘real’ economy of the encrypted messag-
ing field – a process that is hardly appealing to some developers, as it is seen as 
time-consuming in the early stages of project development:

I wouldn’t really think about submitting something to the IETF on an early stage 

these days because I think that would probably involve a lot of work to convince 

other people to allow it to become a standard… and obviously everybody 

would have their own thoughts of how better to work (Briar lead developer).

Instead, most developers share the philosophy that they would build the appli-
cation first, and then focus on standardisation and decentralisation via the use 
of open standards:

I used to work with W3C a long time ago and I am very aware of how they 

work and that they may have some limitations. We want to get Matrix as 

mature enough and solid and stable enough, then we can pass it over to a 

proper governance organization but right now it’s still evolving very rapidly 

(Matrix.org lead developer).
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In the case of secure messaging, it is still felt that more development is needed 
on the code, and standardisation would only slow down existing development 
efforts. Indeed, a new way of ‘quasi-standardisation’ or ‘standardisation by run-
ning code’ is being practised in the field of end-to-end encrypted messaging appli-
cations, around the Signal protocol. In this process, a quasi-standard is defined 
as something that has been previously iterated and redeployed by others with 
success. In this sense, all of the various Signal protocol deployments (e.g. Wire, 
WhatsApp and OMEMO-based apps such as Conversations and ChatSecure) 
work as crash-tests for the protocol, where the protocol gets forged by usage:

I think the direction to take is [the one] Signal is taking, when you kind 

of build a system for a while, you iterate a bit until you think you have 

something that works well and then you start to document it and if other 

people wanna interoperate, you talk to them about standardizing on that 

stage, on a much later stage […] I wonder whether they [Signal] will think 

about standardizing at some point, maybe the idea is about delaying it to a 

later stage of the project, and not about avoiding it (Briar lead developer).

The Signal protocol, characterised by the double Diffie-Hellman ratchet, is 
now considered the best practice in the field and has become a trend-setter for 
other projects in terms of privacy and security features (e.g. forward secrecy and 
future secrecy for example). Developers, even those working in federated (e.g. 
Conversations) or peer-to-peer (e.g. Briar) projects – which will be explored in 
Chapters 3 and 4 – see the Signal solution as one of the best designs available, 
despite its lack of formal standardisation – and, maybe, precisely because its 
standardisation is happening informally, in the ‘mundane practices’ and multiple 
implementations taking place in different projects.

S ignal ’ s  mult iple  implementat ions :  ‘ Snowden meets 
the market ’

The field of instant messaging applications has been deeply transformed by the 
different implementations of the Signal protocol, but also because of the growing 
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popularity of other secure messaging tools, such as Telegram, Threema or Wickr 
that use their own protocols. The turn to encryption has modified the market 
and brought considerable changes at the governance level, engaging important 
private sector players in the game:

What is happening in the last two years [interview was done in 2016] is 

fantastic, with a number of messengers popping up and also greater publicity 

around Axolotl or Signal… Snowden also talking about it… So this is really 

good for the industry. And we’ve seen it’s triggered even the big ones who 

started using encryption (Alan, Wire CTO).

Post-Snowden, one of the most important manifestations of the ‘turn to encryp-
tion’ in messaging applications has been WhatsApp’s – one of the ‘big ones’, 
in Alan’s words – implementation of end-to-end encryption, which became 
operational in April 2016 (Metz 2016). However, according to former Pirate 
Bay founder Peter Sunde – creator of Heml.is, an end-to-end encrypted IM 
application – the adoption of end-to-end encryption by WhatsApp happened for 
much more ‘financial’ reasons. Before being purchased by Facebook, WhatsApp’s 
value was estimated at 19 billion dollars. After an unfruitful attempt to pur-
chase Sunde’s protocol, they turned to Signal and acquired the Signal protocol 
for 1 million dollars. After the implementation of end-to-end encryption in 
WhatsApp, the app was sold to Facebook for a better price of 21 billion dollars. 
Peter Sunde recalls:

[WhatsApp’s CEO] was upset that I and other guys [from Heml.is team] 

were talking about ideology and politics because he was not interested in 

politics. He was more interested in the government staying out of his life, 

and not touching him so much and so on. And he did not wanna call that 

ideology, which was probably the first problem we had between us. And 

then he said encryption is not something people care about because no 

one is interested in what people talk about on WhatsApp because there was 

nothing important. For him it was more like we need to have something 

because people are complaining in the media, rather than it’s actually about 
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privacy… It was just a business thing. He has no clue what people are using 

his app for… I don’t think he was in touch with his user base, he was more 

interested in user growth (Peter Sunde, Heml.is core developer).

The element of ‘political ideology’ raised by Peter in the above citation is 
another important factor that influences interactions and collaborations among 
different instant messaging and cryptographic projects. Our fieldwork within 
developer communities shows that common ideological grounds may become 
a crucial factor for the decision whether to adopt specific protocol choices and 
design decisions. We will show later in the chapter how, in the case of Wire, the 
importance of specific values cement F/OSS communities, and their influence 
on fundamental development choices.

However, in the case of Signal’s cooperation with WhatsApp (and, as a 
consequence, with Facebook), reflections on the social consequences of the 
adoption of end-to-end encryption are used to justify this controversial deal, 
that became one of the most important collaborations in the recent history of 
instant messaging. Several of our respondents underline the ultimately posi-
tive consequences of WhatsApp’s turn to encryption, that, according to them, 
has solved major problems related to its adoption costs by users. Let us recall 
the Ukrainian security trainer pointing out, in the previous chapter, that since 
WhatsApp’s adoption of end-to-end encryption she recommended users to 
‘stay with it’ if they already used it, and also high-risk users pointing out how a 
generalist, centralised application such as WhatsApp could in fact make activists 
less conspicuous than if they used an activist-targeted app.

Fork ing the S ignal protocol:  Non-
standardisat ion as  a bus iness-model

One of the most well-known and popular forks of the Signal protocol is called 
Proteus and is used by the application Wire. Wire was launched by ex-Skype 
developers, who desired, according to its CTO, to respond to ‘one of the big-
gest gaps that was missing on the market, related to privacy and security’. Wire’s 
primary targeted user group is identified as privacy-aware consumers:
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Our users in the first phase are primarily consumers, who care about privacy. 

[…] I like to compare passive smoking with rising awareness about privacy 

when people understand how information can be misused. It’s something 

that needs to be spread more (Alan, Wire CTO).

As Wire is not aimed at activists or at a tech-savvy audience, but at the average 
user, one of its main concerns is to build a usable interface and integrate new 
features that will distinguish it from other end-to-end encrypted messengers. 
Thus, Wire supports drawings, GIF exchange, large end-to-end encrypted 
group chats, multiple-participant group video calls, disappearing timed mes-
sages, file transfer, and so on. A number of our interviewees have underlined 
the aesthetic aspect of Wire’s user interface as an advantage, favouring Wire’s 
widespread adoption as opposed to Signal. Another of Wire’s selling arguments 
is the quality and encryption of its voice calls, as it offers end-to-end encrypted 
voice calls using a specific protocol based on constant bit rate encoding.

The underlying Wire encryption protocol, called Proteus, is a fork of Axolotl 
with ‘pieces that were needed to have support for the multiple devices as a stan-
dalone’ [Wire CTO]. However, difficulties and tensions have been observed 
around Wire’s attempts to reimplement the Signal protocol. Some of these dif-
ficulties are connected with the lack of specifications – the set of documented 
requirements that a product must satisfy, often considered as a first form of 
standardisation.3 A draft specification4 was produced in 2016 – as our respond-
ents explain, not without pressure from other developer communities:

OWS [Open Whisper Systems, the company managing Signal until 2018, 

now Signal Messenger LLC] did not prioritize standardizing [the protocol] 

both because it gave them flexibility to change it as well as allow it to be more 

valuable to them as intellectual property. However, they have just finished 

standardizing a lot of it, […] and I think to some extent that was because of 

the pressure coming from community like us (Matrix.org lead developer).

So, this lack of specification obliges developers to re-code from scratch some-
times using other programming languages:
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There was, I would even say on purpose, not enough available documenta-

tion. But if you wanted to develop your own implementation, you were 

pushed or bullied that you have copied their implementation. […] I was 

very naive and went to Moxie last year in June and asked him to review our 

implementation and we would pay him very good money for that. Instead 

he said you can pay 1,5 million, and I will keep your binaries and will help 

you to get the implementation going. And then I was like… yeah, exactly… 

[A legal dispute happened.] And then it was just settled. He dropped his 

charges, we dropped our charges and we are using Axolotl the way we do 

and how we would like (Alan, Wire CTO).

One of ChatSecure’s developers explains this conflict as a consequence of a 
specific licensing politics that led to tampering and modifications in the legal 
terms and agreements between the Signal team and other implementers:

The Signal protocol is open source under the GPL, that means you can’t 

integrate it into a commercial product; that’s why OWS were getting large 

licensing agreements from Facebook and Google and WhatsApp to integrate 

without opening up all of their source code. Part of that was incompatibili-

ties with GPL and AppStore specifically. So we needed to get some of the 

legal language exempted […] Moxie needs to protect his revenue. Part of 

his arguments with Wire was that they [Signal] hadn’t documented Signal 

protocol, so there was no open specification, so if you wanted to write a 

compatible reimplementation, you would have to read the source code 

which would create a derivative work, which would not allow you to use it 

commercially because he would argue he still has copyright of the majority 

of the work (ChatSecure developer).

The Signal developers, for their part, argue that they are concerned about the 
technical competence of having third-party developers standardise or deploy 
forks of their protocol (‘Moxie is a very good coder, and his standards are very 
high’). They are also preoccupied with maintaining the prerogative of updat-
ing the protocol rapidly enough in response to research and bugs. This makes 
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it possible to use the non-standardisation of the protocol as part of Signal’s 
business model, where the expertise and specification necessary for a proper 
deployment of the protocol can be offered by the Signal team as a service:

You can say OK, we will license this technology, which is not something 

I am interested in because I would like it to remain free software. But you 

can also say ‘we are the people who understand this technology, it makes 

sense to hire us if you want to deploy it’. If people build systems on top of 

it, then they pay somebody to contribute changes down into that codebase 

(Briar lead developer).

As our interviews with users and observation of security training sessions have 
revealed, open source and licensing choices are less covered in sessions destined 
for high-risk users, as they do not always associate open source with security. 
Open source is often perceived as a less important criterion in the context of an 
immediate physical threat; when a proprietary, centralised, but ‘efficient’ and 
‘easy to explain’ solution exists, trainers will give it priority. The primary task for 
trainers in high-risk contexts with low-knowledge users is to help them quickly 
abandon unencrypted tools as well as tools that collaborate with their adversar-
ies. However, users do care about sources of funding and business models of 
end-to-end encrypted messaging applications, and particularly of centralised 
systems, due to the great authority the architecture accords to their creators. This 
was, and is, the case with Signal, as well; in particular, questions about business 
models are very frequent on the different chats about cybersecurity that we have 
been observing since September 2016. Users ask for transparency of funding 
but at the same time show a certain scepticism regarding crowdfunding models 
(donations) that seem not sustainable enough for an application to be properly 
maintained. Recent critiques addressed to Signal concern its dependence on 
US government funding:

Signal was created by the same spooky regime change outfits that fund the 

Tor Project. The money primarily comes through the federal government’s 

premier Internet Freedom venture capital outfit: Open Technology Fund, 
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which works closely with the State Department’s regime change arm and is 

funded through several layers of Cold War CIA cutouts — including Radio 

Free Asia and the Broadcasting Board of Governors (Levine 2016).

Telegram creator Pavel Durov’s critique of Signal goes in the same direction, 
stressing that no US-government funded application can be trusted.

Beyond Signal’s ‘non-standardisation as a business model’, centralised 

end-to-end encrypted secure messaging applications propose different 

business models, though it seems that no ideal solution has yet been 

found. Wire’s project is to propose paid services to users for supplementary 

storage space (encrypted Cloud services). Wire also proposes business 

solutions for end-to-end encryption of the Internet of Things. Threema, 

one of the few end-to-end encrypted applications requiring a financial 

subscription from users, asks for a $2 contribution per user. Some users 

underline that as an advantage: ‘All of us use Threema […] I prefer to 

pay, at least I am sure that I am not the product’ (Cryptoparty organiser, 

male, Austria).

As in previous histories of software development, for Signal and the ecosystem 
of applications using variations of the Signal protocol, the licensing, business-
model and open/closed source choices turn out to be complex sociotechnical 
processes that are embedded in both community-related interactions, economic 
context and legal arrangements.

Central i sat ion calls  for central i sat ion? S ignal ’ s 
‘dependencies ’  cr it iqued

Though the Signal protocol has enjoyed extensive attention from academics 
and has been formally verified, with only minor flaws found, several users and 
tech-savvy communities have critiqued the tool – critiques that were high-
lighted during our interviews. Interestingly, some of these critiques do not 
concern cryptographic properties of the protocol per se, but are focused on the 
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application’s UI/UX, privacy features and the particular architectural design 
choices that bind Signal to other applications and protocols that are, in their 
turn, under scrutiny by particular communities because of their centralised 
and/or proprietary structures.

De-Googling Signal: The LibreSignal controversy

First of all, tech-savvy users – especially crypto trainers from low-risk countries 
such as Austria, Germany and France – have pointed out Signal’s dependence 
on Google services. They see it as a negative from the standpoints of both 
open-source community ethics and privacy, the two main points of controversy 
being Signal’s relationship with Google Cloud Messaging (GCM) services and 
its reliance on Google Play. As a consequence, two initiatives were launched in 
order to ‘decentralise’ or ‘de-Googlise’ Signal: The F-Droid repository,5 which 
aimed to distribute Signal outside the Google Play Store; and a Github reposi-
tory, which aimed at completely removing the Google components of Signal, 
even from the server side. This second project was called ‘LibreSignal’. Open-
source client used the Signal protocol and was lauded as ‘The truly private and 
Google-Free messenger for Android’.

LibreSignal’s authors stated on their GitHub page that the problem of Signal 
relying on GCM ‘is only an issue for people who use a custom Android ROM 
without Google Play Services. For the vast majority of people who do have 
Google Play on their phone, this issue is completely irrelevant’.6 Thus, the Google 
dependencies of Signal are problematic only for a very specific user community, 
both privacy-aware and tech-savvy (those who, like the mail service provider 
cited in Chapter 1, ‘do not like mainstream on [their] computer’), who opt for 
decentralised communication tools explicitly designed to be alternatives to 
those developed by the Silicon Valley tech giants. In this context, the choice of 
a ‘Google-free’ messenger can be perceived and defined as a ‘lifestyle’ choice. 
During our interviews, we noticed that this choice often coexists with alterna-
tive hardware choices (Linux phone, Fair Phone, CopperheadOS and others), 
or customised versions of the Android operating system, in particular versions 
free of Google Play.
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LibreSignal was launched in 2015 but its development was stopped in 
November 2016 after a long online discussion between the LibreSignal team 
and Moxie Marlinspike. LibreSignal started as a fork of TextSecure,7 that several 
open-source contributors forked by integrating an alternative to Google Cloud 
Messaging, called WebSocket.

LibreSignal published a build on F-Droid, the community-maintained 
software repository for Android, similar to Google Play but containing only free 
and open-source apps. However, in the course of a discussion on the GitHub 
repository of the project, Moxie Marlinspike controversially demanded that 
the name of the fork be changed (not referring to TextSecure or Signal), and 
that it should not use Open Whisper System servers. He also insisted that no 
distribution of Signal via FDroid was possible.8 The debate between LibreSignal 
and OWS raised several issues that are important for the overall understand-
ing of the sociotechnical and legal problems related to the debate about cen-
tralisation in secure messaging, and its relationship with projects focused on 
federated architectures (see also Chapter 4). A first argument concerned the 
server infrastructure needed for federated projects, which seemed complicated 
to set up and maintain, compared to the ‘forking’ of the client-side code. The 
latter does not, as the former does, demand coordination efforts between 
different agents: developers are able to fork and experiment on their own 
without having to care for the server infrastructure. However, the process of 
publishing a build on any of the app repositories – the open-source oriented 
F-Droid or the proprietary GooglePlay – demands a greater coordination and 
enrolment of a multitude of actors, as well as adherence to a number of legal 
and technical standards. This problem of federated protocols, as opposed to 
centralised ones, which we will come back to in Chapter 4, was also underlined 
in our interviews:

Obviously, I think that federation is good otherwise I wouldn’t be doing 

Conversations or using XMPP. But of course it’s more challenging to do. 

Because you have to coordinate with a lot of different vendor (ChatSecure 

developer).
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In the case of Signal, the problems of forking and federating the protocol – as 
LibreSignal intended to do – turned out to be legal (disputes concerning the use 
of the Signal trademark), technical (the quality of LibreSignal builds, questioned 
by OWS), and financial (the costs of running servers).9 Ultimately, the enflamed 
debate about the LibreSignal GitHub page led Moxie Marlinspike to publish 
his standpoint on federation and centralisation in a blog post, ‘The Ecosystem 
is Moving’, which would become a landmark intervention in the controversy 
surrounding architectural choices in secure messaging (Marlinspike 2016). 
The Signal team was accused of not being ‘truly’ open source because of their 
refusal to draw upon open federated protocols. Comments such as ‘The problem 
is that Moxie and OWS don’t want Signal to be 100% free/libre software (it is 
not important for them…)’ or ‘They are not interested in removing the Google 
GCM dependencies […] Moxie has been quite explicit on this point, several 
times’ were commonplace.10

Starting from 21 February 2017, Signal could be used without dependencies 
upon Google services. As Elijah Sparrow, the creator of LEAP (see Chapter 4) 
explains, the long process of ‘degooglising’ Signal is related to an important tech-
nical problem, that of notifications, that demanded infrastructure investment:

LibreSignal was an attempt to avoid the Google services push. The problem 

with push on mobile is that it’s a very difficult problem to be able to push 

events to mobile devices without burning the battery and without setting up 

a complex infrastructure for that. So you can rely on Google infrastructure 

for that, it’s more efficient and they do it for free. But it’s controversial […] 

mostly because it requires to install all Google services on your device, which 

means you basically have to turn your device over to Google that always finds 

ways to gather your data so you couldn’t run Signal on a Google-free device. 

That’s recently changed, Signal very recently supports push notifications 

without Google services [although] Moxie still insists that no one should 

distribute the Signal application outside the Google Play market because he 

wants to get bug reports and data who’s running and how they are running 

it when it’s crushing (LEAP lead developer).
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The problem of Google Cloud Messaging dependency and push notifications 
was addressed by other projects that found different solutions to this problem. 
For example, ChatSecure uses its own system for push notifications – a com-
plex system, based on randomised tokens – that claims to have better privacy 
properties than the one used in Signal. For its part, Wire claims to be ‘pretty 
much Google-free’; however, it relies on another ‘net giant’, Amazon, for push 
notifications and analytics. Wire’s CTO describes the transition from Google 
services as a long evolution, marked by a dependency on Google’s ‘reputation’ 
privacy-wise:

[Being free of Google] took time… It wasn’t easy. As you know maybe, 

when we started Wire 3+ years ago, Google was already under suspicion 

but there were some people in the company who were Google fans, now 

they are completely disillusioned [, nonetheless] it took us some time to 

take away all of the Google stuff (Alan, Wire CTO).

‘ ID ’d by phone number ’ :  The pr ivacy weakness  of 
central i sed appl icat ions?

The second important controversy focused on Signal concerned the usage of 
phone numbers as identification mechanisms. Although the Signal protocol 
provides confidentiality, it involves exposing phone numbers to the server and 
so allows the server – despite efforts by Signal, acknowledged by the tech-savvy 
public, to minimise logs – or a passive adversary to capture all the metadata, 
including the social graph of users. This phenomenon is not specific to Signal, 
but common to the majority of popular IM apps that are based on centralised 
architectures. As a consequence, having users’ phone numbers as an identifica-
tion mechanism is considered one of the central problems of post-Snowden 
end-to-end encrypted secure messaging.

The developer of Heml.is and Pirate Bay, Peter Sunde, as well as Wire’s 
CTO, Alan, argue that identification via phone numbers and the possibility of 
sharing a user’s phone contacts are important for contact discovery: they help 
users to build their network of contacts, and to rapidly find other users in their 
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phonebook who use the same messaging app. An easy contact discovery is 
important, according to Alan, to build contacts and stabilise users’ relationship 
with a new messaging app:

In the beginning we didn’t have a possibility to have your phone number to 

register, we wanted to have just emails. But then we had an amazing two days 

with hundreds of thousands of downloads, even millions [however] we could 

not build a good network effect. People were just downloading it individually 

and not connecting to each other. So we went towards [having] your address 

book uploaded so it will help you to have some contacts established, and 

then once people have contacts, they stick with Wire (Alan, Wire CTO).11

Here Alan raises an important issue, also underlined by several users in our inter-
views, which we call the ‘migration problem’: how do we migrate our contacts 
from one IM to another? Or inversely, how do we ‘stick with’ a new IM if no 
one from our social group is using it? A significant number of our respondents 
among non-tech savvy users explain the weak adoption of PGP and Signal 
with reference to the unpopularity of these tools among their peer groups (‘no 
one uses it). Moxie Marlinspike also underlines how secure messaging tools 
are far from being immune to the network externalities effect, well-known and 
documented for social networks (e.g. Zhang et al. 2017):

Social networks have value proportional to their size, so participants aren’t 

motivated to join new social networks which aren’t already large. It’s a 

paradox where if people haven’t already joined, people aren’t motivated to 

join (Marlinspike 2014).

This effect also becomes an important factor for advising on IMs choices 
during security training sessions. For example, several Ukrainian trainers whom 
we interviewed tended to recommend WhatsApp and Gmail over Signal, 
and PGP over Thunderbird, partly because users already have some of their 
contacts using these tools, and the transition/adoption costs are lower (see 
also Chapter 1).
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Eventually, Wire decided to move away from the use of phone numbers as an 
authentication method, and to give users the option of signing up only with an 
email address. On 25 May 2017, Wire added to its system the option to delete 
a previously registered phone number and adopt email-only authentication. 
This design solution was partly influenced by the critiques addressed to Signal, 
and as a ‘selling argument’ means of distinguishing itself from the latter. Wire 
largely promoted this new feature on social media and published a guide on the 
specific subject of ‘staying anonymous on Wire’. Anonymisation became one 
of the app’s core features – giving users the possibility to subscribe using a fake 
email account, over VPN or Tor, providing almost no personal information 
(Wire 2017). In general discussions, this feature also became a popular argu-
ment in favour of adopting Wire over Signal, as could be inferred both from 
our interviews and from social media and press analysis. Eventually, Edward 
Snowden came to recommend Wire as an alternative to Signal for those users 
wishing to stay within the realm of centralised applications.12

As the controversy unfolded, the use of phone numbers as an identification 
mechanism appeared to be related to the centralised architecture as such, making 
it more complicated to consider a transition towards federated systems. This 
issue was closely linked to the critique of telecom operators, perceived by several 
developers as fundamentally driven by a proprietary culture, and untrustworthy 
in terms of privacy. Using phone numbers as an authentication method is seen 
as linked to the increase in metadata collection (see the following section), and 
as opposed to alternative methods of identification, used in federated systems:

With Signal it’s impossible to create a decentralised system because phone 

numbers aren’t decentralised. With XMPP it’s like an email address. Even 

users who aren’t technologically savvy can understand: this is my user 

ID, and this is my server. We have no idea what server you use and what’s 

your ID. It’s on the client side, and we don’t need it for pushing messages 

(ChatSecure developer).

The lack of confidence in telephone numbers as a means of authentication is 
grounded in specific episodes of digital infrastructure-based attempts at state 
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control in collaboration with the private sector (Musiani 2013). For example, 
in Russia, the use of phone numbers as IDs has been a source of important leaks 
and attacks on Telegram, another widely used centralised secure messaging 
app. On 29 April 2016, the accounts of two opposition activists from Moscow 
were seized by the Russian government: in collaboration with the telephone 
company MTS – which both activists subscribed to for their mobile commu-
nications – the government deactivated the SMS delivery service for the two 
users, and reclaimed recovery codes for their Telegram accounts. When these 
codes reached the MTS servers, the police could intercept them and use them 
to access the activists’ accounts. Pavel Durov, the creator and core developer of 
Telegram, highly recommended using two-factor authentication in order 
to prevent this kind of attack – a method that is also recommended during 
cryptoparties – and to reinforce protection of accounts on centralised end-to-
end encrypted messengers.

Overall, our research demonstrated that high-risk, tech-savvy and privacy-
concerned users are aware of and preoccupied by the possibility of their phone 
numbers being used for identification. Similarly, the usage of existing users’ 
social graphs – especially using third-party authorisation mechanisms, such 
as Twitter, Gmail or Facebook authentication services – was widely criticised. 
Wire’s introduction of a ‘matching’ feature, suggesting new contacts based on 
a particular user’s Wire contact list, was also attacked as ‘creepy’ by some of 
our respondents (tech-savvy security trainers from Austria and Germany). 
Ultimately, the ‘phone numbers as IDs’ controversy suggests that – among 
specific communities of users and developers in particular, but post-Snowden, 
more widely among the general public – there is a strong need for an alternative 
contact discovery mechanism that would give users better control over their 
social graphs.

Metadata collection: A misunderstood and unsolved issue for 
centralised applications

Some secure messaging solutions, like the experimental Ricochet,13 attempted 
to use Tor to hide the IP address of their users. However, none of the popular 
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Signal-based messengers hide metadata, even though its users often believe that 
Signal indeed protects metadata and keeps their conversations anonymous. 
Although Signal does not log metadata (besides the last time a user installed the 
application and the time of her latest connection), it has been argued by one of 
our developer respondents that a real-world adversary could simply watch the 
encrypted messages going in and out of the Signal server in order to capture, 
to a large degree, the social graph of its users.

Even more easily, the physical seizure of a device would reveal the phone 
numbers of all other Signal contacts. Although applications such as Ricochet 
attempted to achieve protection against this kind of threat – which is a particular 
worry for users living in authoritarian countries – high-risk users are in general 
much more aware of the existence of Signal and find it easy to use, while all 
interviewed users were unaware of attempts at possible alternatives, such as 
the anonymised Ricochet application. In short, the issue of metadata collection 
(see Chapter 1) is one of the most controversial in the field of secure messag-
ing today, as on the one hand, developers recognise that there is currently no 
satisfactory way to limit it or prevent it altogether, and on the other hand, it is 
an issue largely misunderstood or misinterpreted by users – even users who are 
informed and concerned about the problem – who believe they are completely 
anonymous when in fact they are far from it.

In the absence of solutions that prevent metadata collection, ‘selling argu-
ments’ by different IM services have focused on its minimisation. Wire, for 
example, claims to reduce metadata storage of its messages to 72 hours, and 
this only to follow up on abuse or for troubleshooting reasons. In this sense, the 
minimisation of metadata collection is meant to single Wire out with respect 
to other IM applications:14

[For Wire] what was important was end-to-end encryption as a first step. 

But besides, there is a whole new dynamic that needs to happen, related to 

all of the metadata and what, how, it is used for. So the first step is to abso-

lutely minimize all of the metadata. This is the part we are currently heavily 

working on, and some of the metadata we have was here for historic reasons. 

When you launch an application first without end-to-end encryption and 



111

centraLiseD architectures

then you upgrade it to support end-to-end encryption there is still some 

stuff left from the previous implementation. This is something that we are 

cleaning up (Alan, Wire CTO).

Based on our interviews, it’s clear that most developers have come to consider 
the improvement of privacy via the minimisation of metadata collection to be 
the second most important feature in IM after the development of end-to-end 
encryption itself. Yet interestingly, developers themselves sometimes misinter-
pret the issue of metadata collection, confusing whether or not a third-party 
adversary could be passively monitoring the communication – and thus col-
lecting metadata – with whether or not they, as developers, personally collect 
data – as exemplified by one developer who candidly stated, ‘I do not have 
anything in my code that would let me know how many people are watching 
the app right now’. Other developers – a majority – declare their full awareness 
that they do have to collect some metadata in order to interoperate with features 
such as push notifications of arriving messages; however, they try to limit the 
collection as much as possible, to minimise harm:

With push messaging, it’s the first time we’re exposed to possible metadata. 

But we don’t log anything, we don’t know who is talking to who, we don’t 

log any information. We designed it specifically to be as harmless as possible 

[and] I think we’re going to enable server operators to run additional com-

ponents that reduce exposures as well. There’s now some level of registration 

with our servers but it’s optional. It’s required to use push-messaging, but 

if you use an account with TOR, we disable this information (ChatSecure 

lead developer).

Most developers who are aware of third-party data collection of metadata 
declared themselves supportive of using Tor and disabling the collection of 
phone numbers in particular, but they lacked a comprehensive plan to mini-
mise the collection of data as such. High-risk and low-risk users alike generally 
supported reducing data collection and increasing privacy, although often, 
non-trained users assumed that end-to-end encryption in itself could hide 
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metadata. Thus, as the reader may recall from Chapter 1, developers and infor-
mation security trainers underline the urgency to find a reliable solution to the 
metadata collection problem and state that, at present, nothing in the field of 
end-to-end encrypted instant messaging apps offers good metadata protection. 
Furthermore, developers and trainers associated the leaking of metadata with 
centralised servers – which, as Peter Sunde mentioned in a previously-cited 
interview, become ‘honeypots’.

Pol it ic i sed (and central i sed)  alternat ives  to 
S ignal :  The case  of Telegram

As this chapter has shown, for a number of reasons that range from its centralised 
architecture and the perceived technical soundness and novelty of its features to 
its business model and relationship to standardisation bodies and open-source 
communities – and despite a number of controversies around its development 
and implementation – Signal has come to assume a central role in the secure 
messaging field. Yet the ‘ecosystem’ surrounding it is lively, including other cen-
tralised architecture-based applications that – unlike Wire or ChatSecure – are 
not based on the Signal protocol.

A case in point is Telegram, which was briefly introduced in Chapter 1. 
Telegram’s client-side code is free software, while its server-side code is 
closed-source and proprietary, favouring centralised management; furthermore, 
Telegram has a centralised architecture, as it runs servers on which correspond-
ence is clearly stored. Telegram’s accounts and identity authentication are also 
tied to telephone numbers. While these features lead both developers and 
users to situate Telegram unambiguously in the realm of ‘centralised’ services, it 
remains the most popular secure messaging app for some user populations – in 
our research, notably Russian users.

According to our interviews, the usage of Telegram may vary quite sub-
stantially according to users’ goals and threat models. Several functionalities 
of the app make it convenient for different user groups: chats, secret chats, 
group chats, bots and channel broadcasting. Users faced with a low level of 
threat, not associated with any political activities, tend to adopt Telegram as 
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an alternative to WhatsApp, using it for sending short messages in everyday 
conversations with their peer groups. Many activists and privacy-concerned 
users are aware of the absence of ‘privacy by default’ in Telegram chats (client-
to-server encryption); however, they do not always opt for a ‘secret chat’ option 
that offers end-to-end encryption. This user group sometimes adopts two-step 
authentication and self-destruct timer options. Functions such as ‘Group chat’ 
are used for group conversations and are popular among activists, journalists 
or researchers for organisational purposes, as an alternative to Google Groups 
or mailing lists.

For example, one of our use-cases, a group of researchers working in Eastern 
Ukraine, use Telegram on a daily basis to coordinate research activities and dis-
cuss fieldwork, materials and other organisational information. However, they 
do not rely on Telegram for very sensitive discussions and prefer face-to-face 
offline meetings. During Russian anti-Putin protests in spring 2017, Telegram 
was also very popular, regardless of previously detected security flaws and the 
absence of end-to-end encryption in group chats. Telegram group chats remain 
popular among high-risk users despite the fact that the encryption for group 
chat offered by the app is very basic.

The popularity of Telegram in Russia can be partly explained by the repu-
tation of its founders, Nicolai and Pavel Durov, Russian-born developers 
and entrepreneurs. Pavel Durov, the founder of Vkontakte, the most famous 
Russian social network, is colloquially referred to as the ‘Russian Zuckerberg’ 
and became persona non grata in Russia after his refusal to collaborate with 
the FSB. Telegram’s swift rise on the market of messaging apps reveals a lot 
about the socioeconomic factors that influence the success of an innovation 
in the field of secure messaging: indeed, when Facebook bought WhatsApp 
(resulting in a lengthy black-out for the latter), the Telegram download rate 
exploded. In contrast to WhatsApp, Telegram can publicly underline its not-
for-profit character and lack of ties with any commercial or governmental 
services.

While the Russian version of Telegram was released in 2012, before the 
Snowden revelations, Durov claims that the international version of his tool 
was inspired by the whistleblower:
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In 2012 my brother and I built an encrypted messaging app for our personal 

use—we wanted to be able to securely pass on information to each other, in 

an environment where WhatsApp and other tools were easily monitored by 

the authorities. After Edward Snowden’s revelations in 2013 we understood 

the problem was not unique to our situation and existed in other countries. 

So we released the encrypted messaging app for the general public (Durov, 

quoted in Healy 2015).

Despite its centralised nature, Telegram servers are located in five different 
countries around the world, with the aim of improving response times and better 
responding to national or regional jurisdictions (for example, the data of users 
who subscribe from inside Europe is stored only in the Netherlands). Due to 
the geographical distribution of its servers, Telegram’s broadcasting function 
is used by censored media as a way to bypass the blockage, and by bloggers as 
an alternative to Facebook and traditional blogging platforms (for example, 
Alexey Navalny’s popular bot on Telegram and the Grani.ru channel and bot, 
among others). However, unlike private communications on Telegram, public 
channels may be read and blocked by the Telegram technical team (e.g. as of 
January 2016, 660 channels attributed to ISIS were blocked).

Recent research in usability showed that Telegram was suffering from a 
number of important problems in this regard (Abu-Salma et al. 2017a); how-
ever, our research shows that this application is widely adopted by high-risk 
users, in Russia, Ukraine, but also in Iran, and reveals a number of ‘alternative’ 
practices and room for resistance within a service that has otherwise a number 
of centralised ‘control points’ (DeNardis 2014). In Russia, Telegram is widely 
used by Pirate Party activists (240 users as of 17 June 2017). Users from and 
living in Iran highlighted several aspects in favour of their choice of Telegram, 
not all of them directly connected with the privacy or security properties of 
the app. Users were especially happy with Telegram’s functions such as stick-
ers: Telegram makes it possible for users to generate their own stickers, which 
permits personalised uses of the app. For example, Iranian users explained, 
in our interviews with them, that adding stickers representing Muslims in 
their everyday environment, but also specific stickers on the Iranian political 



115

centraLiseD architectures

situation, was a very important feature that differentiates Telegram from ‘first 
world’ apps that only focus on Western lifestyles and emoticons. Furthermore, 
during our web ethnography focused on usages of Telegram, we observed 
how Telegram stickers were used to attract attention to a specific cause, as an 
alternative way of spreading information and setting a trend. Thus, after the 
arrest of the Tor exit-node operator Dmitry Bogatov in Russia on 10 April 
2017, a group of Russian Internet freedom activists (some of them members 
of Pirate Party Russia), who used Telegram group chat to coordinate the 
#freeBogatov campaign, generated a sticker pack dedicated to his case. Apart 
from stickers – that become at the same time tools for community-building 
and for personalising this messaging app – other elements of customisation 
are present in Telegram, such as the possibility to set any image as wallpaper/
background for the app, or to use a wide range of colour themes – functions 
that are absent in Signal.

Finally – as the quotations from the two ‘Resistance’ group chat participants 
in Chapter 1 also show – trust in Telegram, according to our interviews, goes 
beyond the technology to place a special emphasis on Pavel Durov as a ‘charis-
matic leader’ (Conger 1989) and on his political positioning. The cryptographic 
protocol and security and privacy properties lose their importance for users, 
compared to UI/UX features and the ‘aura’ surrounding the app’s creator.

Conclus ions :  Central i sed architectures  between 
control and dependency

As we finish writing this chapter, in the summer of 2020, the controversy about 
phone numbers as means of identification and authentication in secure mes-
saging platforms still unfolds. In late May 2020, Signal released ‘Signal PINs’, a 
feature meant to allow users to keep control of their account even if they lose 
their phone or are forced to switch numbers – a feature which, in the words 
of a Signal developer, is aimed at ‘facilitat(ing) new features like addressing 
that isn’t based exclusively on phone numbers’ (randall-signal 2020). Still, the 
debate about this implying the beginning of the end for phone-number-based 
identification rages on:
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Signal isn’t yet announcing a way to use its product without handing over a 

phone number at all (…) You still can’t use the laptop versions of the app 

without setting Signal up on your phone first, and you can’t set it up on your 

phone without handing over a real, live phone number right at the start of 

the installation. PINs aren’t a replacement for phone numbers but they do 

provide a safer way to recover your account in an emergency than a phone 

number alone (…) It’s a start, not least because it means an interfering 

government or mobile phone company can’t lock you out of your account 

simply by cancelling your SIM card. But you still need a phone to get onto 

Signal in the first place (Ducklin 2020).

Whether Signal’s latest developments indeed herald a post-number-as-ID era 
for secure messaging tools or not, the fact that this issue – linked with the 
problem of metadata collection and retention – keeps on being the Apple 
of Discord for secure messaging systems is revealing of broader controver-
sies around the ‘dependencies’ of centralised systems upon other entities. 
Interestingly, these dependencies are discussed in ways that largely overlook 
the soundness (or lack of) of the cryptographic protocols. On one hand, 
they are about the ways in which the application’s interface, features and 
particular architectural design choices bind secure messaging tools to other 
applications and protocols that have, in turn, centralised and/or proprietary 
structures. On the other hand, they are about the economic and social ‘trade-
offs’ that users must accept in order to use the system – handing over to a 
server-based service, as identifiers, pieces of information that they consider 
to be excessively sensitive or revealing, or knowing that a weakness of the 
system may actually come from the collection and retention of the ‘informa-
tion about information’, metadata, that is more concentrated and exposed in 
centralised applications.

At the same time, centralised architectures make it easier for IM developers to 
experiment with, for example, particular forms of business models where some 
form of control or concentration of prerogatives must be retained. The choice 
of the Signal team to refrain from standardisation so as to maintain the capacity 
of updating the protocol rapidly enough as a response to the evolutions of the 
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field, and to provide as a service the expertise and specification necessary for a 
proper deployment of the protocol, is an interesting case in point.

Centralisation may also mean faith in a charismatic developer, for better or 
worse. Beyond Telegram’s Pavel Durov – the centrality of Moxie Marlinspike’s 
figure and interventions in the secure messaging ecosystem is clear in the case 
of Signal, as well – motivations for the adoption of privacy-enhancing tools are 
also dependent on the reputation of their creators. In the users’ mind, these 
figures of core developers become a (sometimes very welcome) ‘centralisation’ 
point, and their handling of shifting geopolitical alliances that may affect the 
reach of government agencies and, as a consequence, the users’ threat models, 
is closely monitored and either fiercely supported or blamed.

The (hi)story of the Signal protocol is also interesting from the standpoint 
of Internet history. Indeed, it is a story of protocols that mutually influence 
each other, borrow from each other, and even try to revert to their predecessors 
and renew them in the light of new norms and requirements brought forward 
by Signal, such as forward secrecy – nowadays accepted as the necessary mini-
mum. The Signal protocol has deeply influenced the crypto protocol field by 
introducing a combination of properties, such as forward and future secrecy 
and non-repudiation, combined with a modern interface, that have become a 
new minimum required for a secure messaging application. As the inventor of 
the OMEMO protocol (see Chapter 4) explains,

If you are designing a new protocol for end-to-end encryption now, or even 

two years ago, for instant messaging having forward secrecy in it is just a 

good practice. It’s just what all the other IM encryption schemes are doing 

as well. Signal does it, WhatsApp does it.

Boosted by Signal’s innovations, older protocols have been refurbished, and new 
standards are now being discussed that aim at bringing some of these proper-
ties to a documented and stabilised form. Signal’s impact goes beyond a ‘linear’ 
leap from older to modern protocols. The turn to mass encryption has shaken 
the secure messaging community, instigated protocol renewals and raised new 
challenges, many of them still unsolved.
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The story of Signal is also telling in terms of ‘informal’ Internet governance. It 
shows how, as encryption becomes much more of a public concern than it was a 
few years ago, several end-to-end encrypted messaging developers are becoming 
sceptical about traditional arenas of exchange and dialogue on potential stand-
ards (such as the IETF, XMPP Foundation, W3C or NIST), which they consider 
less effective (or more ‘compromised’) than a development-based approach. 
Does this mean that, as far as widespread adoption of encryption in secure 
messaging is concerned, we are looking at the ‘end’ of the standardisation era? 
Will governance of encrypted messaging happen by infrastructure and by code, 
by ‘something that works’? And if so, is a centralised service more likely to lead 
the way, due to its ‘control points’ – technical, financial and organisational – that 
can make control by design more straightforward for those willing to attempt it? 
The next two chapters, delving into more distributed arrangements for secure 
messaging applications – peer-to-peer and federated architectures – will keep 
on addressing this core question.

Notes

1 This chapter partially draws upon Ermoshina, K., and F. Musiani, ‘Standardising 
by Running Code’: The Signal Protocol and De Facto Standardisation in End-to-End 
Encrypted Messaging’, Internet Histories: Digital Technology, Culture & Society, 3.3–4 
(2019): 343–63.
2 As a reminder (see Chapter 1’s ‘Instant messaging encryption’ for more details), 
one of the applications built on top of the Signal Protocol is also called Signal and 
developed by the same team.
3 This independent audit of the OMEMO protocol includes a part dedicated to the 
Signal protocol and refers to a lack of documentation: https://conversations.im/
omemo/audit.pdf.
4 https://signal.org/docs/specifications/xeddsa.
5 https://fdroid.eutopia.cz.
6 https://github.com/mimi89999/LibreSignal.
7 Signal’s former and initial name.
8 https://github.com/LibreSignal/LibreSignal/issues/37#issuecomment-217211165.
9 https://github.com/LibreSignal/LibreSignal/issues/37#issuecomment-217231557.
10 https://github.com/LibreSignal/LibreSignal/issues/37#issuecomment-217231557 
and follow-ups.

https://conversations.im/omemo/audit.pdf
https://conversations.im/omemo/audit.pdf
https://signal.org/docs/specifications/xeddsa
https://fdroid.eutopia.cz
https://github.com/mimi89999/LibreSignal
https://github.com/LibreSignal/LibreSignal/issues/37#issuecomment-217211165
https://github.com/LibreSignal/LibreSignal/issues/37#issuecomment-217231557
https://github.com/LibreSignal/LibreSignal/issues/37#issuecomment-217231557
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11 The willingness of users to ‘stick’ with Wire was also the reason why its team 
implemented a (end-to-end encrypted) chatbot called ‘Otto’, intended to become 
users’ first contact, a way to get familiar with the app and test it – a way to, in Alan’s 
words, ‘show [users] the potential of Wire so that they feel comfortable inviting their 
friends’.
12 @Snowden on Twitter, 8 June 2017, 8:18 PM: ‘Wire seems like a reasonable 
alternative to Signal, it’s just less well-studied. Also lets you register with anon email 
instead of a phone #’. The tweet is no longer available, although the conversation that 
followed still is.
13 https://ricochet.im, which stopped development at the end of 2016.
14 In 2017, the Wire team claimed that one-to-one voice calls made via its system no 
longer collect metadata (Wire, 2017b).

https://ricochet.im
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3

PEER-TO-PEER ENCRYPTION 
AND DECENTRALISED 
GOVERNANCE:  A NOT-SO-
OBVIOUS PAIR

iF there is such a thing as a continuum in secure messaging appLi-

cations, based on their technical architectures, the services examined in Chapter 
2 would most likely situate themselves towards one of its extremes, and those 
addressed in this chapter would be located towards the other. Indeed, particular 
populations of users of secure messaging systems, especially those living in high-
risk environments or involved in political activism, show an interest towards, and 
sometimes even a hope in, peer-to-peer architectures, as they see a coherence 
between their political and economic models, based on horizontal connections, 
mutual help, self-governance and participation, and the technical architecture 
of distributed networks. Peer-to-peer, as in previous instances in recent history, 
also promises less control by both governments and private corporations.

However, as the Introduction to this book has hinted at, this larger apprecia-
tion of decentralisation as a principle and a vision may itself become problem-
atic; most notably, decentralisation may become an objective in and of itself. 
Decentralised protocols and applications are too readily assumed, because of 
their technical qualities, to bring about decentralised political, social and eco-
nomic outcomes – ‘architecture is politics, but should not be understood as a 
substitute for politics’ (Agre 2003).

Peer-to-peer encrypted messaging faces a number of more specifically tech-
nical challenges as well. These include a ‘vicious circle’ between the adoption 
barrier and dependency on the number of users; the difficulty of managing users’ 
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reputations and identities, as identities are unique but users usually find them 
hard to memorise due to the form they are presented in; and the mechanisms 
that lead to trust being invested in the client, which presents a lot of advantages 
censorship-wise, but may entail risks for users living in authoritarian regimes, 
where the main threat model remains physical pressure and device seizure.

‘Furthermore, while the demand to redecentralise specific components 
of the Internet has become ubiquitous (Schneider 2019: 266), and despite a 
long history of tensions which we hinted at in the Introduction, the concept of 
decentralisation remains uncertainly defined. ‘Despite increased research, there 
remains a great deal of conceptual confusion. Researchers attach a startling 
diversity of definitions and measures to the decentralisation concept’ (Schneider 
2003: 32). Practitioners are not on the same page either when it comes to defin-
ing what decentralisation means, technically and socially, and which of the many 
models to opt for when designing a messaging app.

This chapter explores the tensions between the potential and the challenges 
of decentralised architectures as applied to encrypted messaging, by discuss-
ing, in particular, the case of the application Briar. In doing so, it also traces a 
portrait of the particular populations of users that more frequently adopt these 
technologies – usually knowledgeable about mesh networks, or with a previ-
ous history of using decentralised technologies.

The ‘ promise ’  of peer-to-peer encrypt ion

As we have previously discussed in Chapter 1, the discourse linking encryp-
tion to peer-to-peer (p2p) is frequently associated with the ‘promise’ of this 
decentralised technology for the field of secure messaging. It is cited as such in a 
number of group chats that we have observed, with a particular focus on Russia1 
and France. These users, whom we have earlier classified as high-knowledge or 
tech-savvy/tech-enthusiasts,2 regularly discuss the ‘re-decentralisation’ of the 
Internet(s) (Rowe 2018). Two main aspects are underlined in these debates: 
the potential of p2p as a circumvention tool in the context of growing surveil-
lance and censorship, and the particular kinds of metadata protection enabled 
by the technical features of p2p. Further, the potential of p2p to offer a certain 
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level of technical autonomy useful in case of shutdowns, or in remote areas,3 
as well as the technological ‘elegance’ of these solutions, are among the key 
arguments in its favour.

In countries such as Russia, where Internet governance is increasingly state-
centred, centralised and authoritarian after a relatively open and decentralised 
earlier phase (Nocetti 2015), Internet activists suggest not only federation 
(which will be more extensively addressed in the next chapter), but also p2p as 
a possibly appropriate technical answer that can potentially help users to ‘slip 
between the cracks’ of state filtering and surveillance. In terms of the kind of 
metadata treatment enabled by p2p, users believe that decentralised solutions 
will have less impact on privacy compared to Google or Amazon-based solu-
tions, and that metadata can be better protected within distributed or mixnet-
based systems. Other discussions on re-decentralisation concern infrastructure, 
at both the physical and protocol levels, for example, how could the Domain 
Name System (DNS) be re-decentralised. An important place in discussions 
on re-decentralisation is held by ‘alternatives’ such as ZeroTier One, a portable 
client application that provides connectivity to public or private virtual networks, 
founded by Adam Ierymenko in 2014.4

In France, as well, discussions about the need to move away from proprietary 
and closed-source centralised services are spreading across tech-enthusiast 
communities. A new trend is developing, which is labelled as a ‘relocalisation’ 
of hosting and service providers. With the motto ‘host local’, a project called 
CHATONS5 has been launched by the ‘Degooglise Internet’ collective, to map 
local independent hosting, email and XMPP providers. This collective suggests 
that instead of hosting data in a wide, centralised, remote and anonymous 
datacentre, it is more privacy-preserving to host it with someone you know 
personally. Trust relationships, and sometimes even ‘IRL’ encounters, give an 
additional layer of protection in addition to TLS and end-to-end encryption.

Mastodon,6 a federated7 version of Twitter, is gaining popularity in France 
(most of its instances are French). Diaspora, a decentralised social network, is 
also gathering important communities of French privacy enthusiasts, namely 
through an instance called Framasphere. As one of our interviewees from the 
French cryptoparty scene commented:
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I feel like recently there’s a riposte of European services to USA-based ones. 

I don’t really understand why we should give our data to giant datacenters 

somewhere across the ocean. It’s like eating our local food… You like French 

cheese, French strawberries, why not French hosting? Or even better… you 

can grow your own strawberries [laughs] or run an instance at your place 

(A., informational security trainer, France).

In this context of the creation of decentralised and federated projects, p2p solu-
tions become part of a more global trend towards re-localisation, associated 
with a more responsible and even ‘sustainable’ attitude vis-à-vis the Internet. 
De-anonymisation of service providers paradoxically promises better anonymity 
and online privacy, which goes hand in hand with new protocol designs, often 
based on IRL contacts and key exchange. Several projects are moving towards a 
redesign of the backbone and propose a more direct and local, sometimes off-the-
grid, device-to-device connection, in order to increase anonymity. Among the 
promises of p2p, data and infrastructure ownership is one of the most frequently 
discussed. Unlike centralised applications, which make users delegate part of 
their data (and therefore, part of their ‘freedom’) to a server, proponents of p2p 
submit that such a model guarantees more autonomy and privacy for users.

Fig. 3.1 A vision of ‘safer Internet’. Drawing made by a feminist activist during a 
workshop in March 2017 in Saint-Petersburg
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The shift towards decentralisation is recursively described as a solution to 
‘rescue’ the Internet, with distributed architectures being considered as possible 
alternatives to the predominantly centralised, corporate and state-controlled 
Internet. Interviewees described wishing to ‘turn to [the p2p] community to 
seek digital solutions that defend freedom’ and evaluated mesh and peer-to-
peer technologies not only as ‘more secure’ but also as censorship-resistant: 
‘community-run ‘mesh’ network … takes back control from corporations: 
everyone on the network can agree to keep all content open’.

Drawing on a long-term social and historical perspective on decentralised 
technologies, these statements can appear too technologically deterministic and 
blind to the big picture. However, what is most interesting about them from our 
standpoint, in order to account for the recent history of secure messaging devel-
opment, is that such arguments are grounded in a perspective on decentralised 
architectures that sees them as intrinsically charged with a specific political and 
social vision: as Philip Agre has insightfully summarised, p2p is the epitome 
of a technical architecture that is seen as a ‘substitute for politics’ (Agre 2003). 
This chapter seeks to examine how this vision is entangled with the day-to-day 
technical challenges and opportunities posed by p2p technologies, and how 
developers and users attempt to embody the promise of such technologies in 
artefacts and procedures.

Re-localisation, data ownership, and ‘utopias of resilience’

A first facet of the p2p promise concerns the intrinsic technical interest that 
developers have in decentralised technologies, coupled with their recognition 
that these technologies are accompanied by a number of challenges unseen 
in other architectural configurations. Indeed, the overwhelming majority of 
developers of secure messaging and email applications that we have inter-
viewed express a general interest in decentralisation, and almost all, in the 
span of the same sentence, underline the technical difficulties related to the 
implementation of p2p protocols. It is perhaps due to the awareness of these 
complications that no one calls for the total replacement of centralised archi-
tectures in favour of p2p, even though much optimism and sociopolitical 
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promise is invested in distributed architectures. Take the following comment 
from Sarah, a developer:

They (centralisation and decentralisation) both have the place in the wild. 

You’ll always have to have collaboration on something centralised, but I 

think that technology and people are safest when power is distributed, and 

the way to distributed power is to create decentralised means of commu-

nication. My philosophy lies in that. I still see a need for centralisation in 

few areas, but many of the properties of centralised systems can be created 

within decentralised systems (Sarah, Ricochet developer).

A second facet of the p2p promise lies in what we call ‘utopias of resilience’: a 
number of projects propose solutions for communities in rural areas, or areas 
at risk (such as war zones), where Internet connections are non-existent, weak 
or dangerous (for example, if fully controlled by the state). Thus, a Syrian 
interviewee describes8 his experience during the first months of the civil war 
in his country as follows: ‘We all became hackers, as we turned to radio waves, 
walky-talky, mesh and other technologies to coordinate our actions in the 
absence of network coverage’.

Consequently, countries or areas with frequent Internet shutdowns 
are also targeted by p2p projects (Vargas-Leon 2016). Among them is 
Scuttlebutt,9 invented by a sailor, and a project that proposes an ‘off-the-
grid’ file-sharing, communication and blogging framework. As in Sarah’s 
account above, understandings of power redistribution are once again related 
to control of data:

In a database system, all the power is in the database. It’s often called a 

‘single source of truth’. Who can do what is ultimately controlled by who-

ever administers the database. Here, we have no central database to decide 

for us what a given action means, instead when you make a post or a ‘dig’ 

or change your picture, the other peers (or rather, the software they run) 

interprets that. A social consensus.10
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Traffic layer security, or metadata protection, is yet another feature that makes 
p2p a desirable alternative to models where the metadata collection and reten-
tion issue remains unsolved. However, all the developers working on decen-
tralised projects agreed that peer-to-peer presents a number of important 
challenges usability-wise. They concur that a trade-off exists between the 
UI/UX features of centralised services that users have got used to, such as 
stickers, file sharing and calls, and the better level of anonymity offered by 
p2p-based applications:

I feel like a whole bunch of people need it [anonymity]. It’s really hard 

to recommend Ricochet over Signal [but w]here Ricochet is gaining it’s 

because it’s using Tor hidden services. Part of my goal is to make Ricochet 

more usable. Compared to Signal, Ricochet is more privacy-preserving 

because of no phone number. Ricochet is easy but it lacks a lot of features 

that other IMs have: like sending pictures and files, calls… Ricochet does 

not have that because this is hard to develop with respect to anonymity 

(Sarah, Ricochet developer).

Our interviews help shed light on another facet of the p2p promise that may be 
showing an evolution in the history of decentralised technologies. Traditionally, 
these architectures have been thought of as best serving the needs of very specific 
groups of users: on the one hand, activists and strong defenders of civil liber-
ties, members of anti-authoritarian, left-wing movements with a very high-risk 
profile who seek strong levels of data and metadata protection – so-called ‘radical 
techies’ (Milan 2013) – and on the other hand, tech-savvy people interested in 
‘playing with a new tool’, in the more ludic dimension of technology develop-
ment and testing (Coleman 2011).

However, our interviews with secure messaging users living or working in 
zones at high risk11 show that, with the exception of tech workers, these users do 
not adopt p2p messengers, as they have not been trained to do so. They prefer 
offline communication on most sensitive issues, or using centralised tools with 
a deletion timer (‘ephemeral messages’). Indeed, digital security trainers who 
advise Ukrainian or Crimean human rights organisations recommend centralised 
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apps, such as WhatsApp or Signal, as they are worried that p2p will be more 
difficult to understand and adopt and will present otherwise avoidable technical 
issues. After a risk assessment (an analysis of real threats and their probabilities 
in the given context, see Chapter 1), they often conclude that the threat lies on 
the client side, and the physical seizure or search of devices at borders is more 
likely to happen than traffic interception. However, digital security trainers or 
tech professionals like to ‘test’ new tools, including p2p tools, with their col-
leagues and friends.12

Based on our sample of user interviewees, heavily politicised users, primar-
ily belonging to left-wing movements, are indeed interested in p2p messaging 
applications, as in their imaginaries of communication technologies a direct 
connection is established between social and technical decentralisation (Agre 
2003); however, actual levels of adoption are very weak, a recurring problem in 
the history of decentralised technologies (Rowe 2018; see also Musiani 2015b). 
This aspect of p2p was criticised by a number of our developer interviewees, 
who share a belief in some of the positive aspects of distributed architectures 
but underline a number of unsolved challenges:

People with […] anti-authoritarian politics bend them [their politics] to a 

decentralised model and they believe very strongly that all of the technology 

must follow a decentralised model. And our critique was that… there’s a 

lot of technical problems with decentralised model (Elijah Sparrow, LEAP 

developer).

Batter ies  and bus iness  models :  The challenges  of 
p2p encrypt ion

Among the problems or challenges of p2p, there is, first of all, a vicious circle of 
barriers to adoption and a dependency on a critical mass of users (also framed in 
the past as a ‘chicken and egg problem’; see Musiani 2015b and Musiani 2021). 
Indeed, the more people are using a p2p tool, the better quality of service it can 
offer; however, it is hard to motivate people to use a relatively unpopular messag-
ing app, due to the poor quality of service in the bootstrapping period. Secondly, 
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projects that offer better levels of anonymity, such as mixnets (for example, 
POND), have latency issues. These two challenges are very well described by 
Roger Dingledine, Tor lead developer, in the interview we conducted with him:

Part of the challenge was that… should we work on this low latency, low 

security system called Tor or should we work on this high latency, high 

security system called mixminion? We have a choice – which one is better 

for the world? And then we did more economic analysis and we realised 

mixminion will have approximately no users, so while in theory it must be 

safe, in practice it will not be more safe. So, the answer [to the initial ques-

tion] was evident (Roger Dingledine, Tor lead developer).

Another problem of p2p tools is the difficulty of managing users’ reputation 
and identity that is often presented as a ‘long hash’ (as in Ricochet, which uses 
Tor ‘rendez-vous’ points). In this context, identities are unique, but users usu-
ally find them hard to memorise. The form that identifiers take in a messaging 
system is most often the result of a trade-off between different properties, as 
explained by Elijah Sparrow from LEAP:

(In p2p environments) user IDs are long strings that are hard to remem-

ber… There’s something that is called Zooko’s triangle. For any identity 

system you get to pick two of the following three choices: you can have 

something where the names are globally unique, you can have something 

where the names are globally memorable, and you can have something 

where the naming system is decentralised. The problem is that everyone 

wants to get all three, but you have to pick two (Elijah Sparrow, LEAP 

developer).

These identity management problems result in reputation management issues. 
This makes it highly problematic for users of p2p environments to be able to 
authenticate whom they are communicating with – which developers identify as 
a core issue of today’s Internet due to the numerous problematic and potentially 
damaging practices it hosts (Badouard 2017):
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Certain usability properties of identities are very difficult to do in a peer-to-

peer decentralised model. And a decentralised model also has issues with 

Sybil attacks, the question of how you control access, how you establish 

reputation when there is no barrier to entry. There’s essentially no good 

way for a p2p model to have reputation, which is a very big problem in any 

online communication setting because there is so much trolling (Elijah 

Sparrow, LEAP developer).

Another challenge of p2p concerns the trust that is placed on the client side. 
For example, Beaker Browser13 promises to turn users’ browsing experience 
‘inside out’ by hosting websites on users’ clients and using a specific protocol for 
file sharing. The URLs generated with this process are said to be ‘unguessable’ 
and are never sent over the network, the URL itself therefore being a public 
key helping to decrypt files. While this model presents a lot of advantages for 
efforts to circumvent censorship, as it makes it almost impossible to block or 
delete any of the Beaker websites or files, it may present risks for users living in 
authoritarian regimes where the main threat model remains physical pressure 
and device seizure (see Chapter 1). Secondly, the p2p architecture requires the 
user’s device, by design, to be constantly online (as every device is also a ‘server’), 
which has significant consequences for battery consumption:

[The] peer to peer promise [says that you] have to trust your device all the 

time and you have to deal with identities with these long hashes and you 

have to deal with burning of your battery, memory and mobile device (Elijah 

Sparrow, LEAP developer).

Improving this aspect is one of the core ongoing tasks for p2p projects, whose 
developers are being creative in exploring alternatives to this major design 
constraint, such as whether the client can remain connected to an anonymity 
network without constantly exchanging data.

A related feature concerns the possibility of planning regular account 
backups. In distributed applications, it is difficult, by design, to use any kind 
of cloud platform or other automated or regular backup solution. This feature 
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can be a positive in high-risk situations (deleting an account from a client 
deletes it ‘forever’, as no servers are involved). However, it may be a com-
plication for users who prefer to rely on cloud-based solutions or need to 
keep archives of their communications. Michael Rogers, the lead developer 
of Briar,14 which we will be examining extensively later in the chapter, notes 
in this regard:

Briar is in a worse situation than some tools, by the moment your own 

account is stored on your device. If you destroy the device or uninstall 

Briar, you lose all your contacts and messages (Michael Rogers, Briar lead 

developer).

To summarise, in the view of the developers we interviewed who are either 
working on p2p-based tools or considering whether to do so, adoption of p2p 
systems in the field of secure messaging seems to be limited because of their 
insufficient usability levels, restricted multimedia sharing capacities, memory 
and battery concerns. This makes p2p applications harder to adopt in areas where 
people use older and less powerful phones with lower quality components, 
smaller memory and shorter battery life. There is therefore the potential for 
this architecture to contribute to the digital divide (Howard 2007). Developers 
underline users’ ‘dependency’ on UI/UX features, such as stickers, and agree 
fact that peer-to-peer solutions cannot compare to centralised applications in 
terms of usability.

A related question is why p2p solutions are lagging behind centralised appli-
cations, when the search for suitable and sustainable business models has been 
a long-standing issue for decentralised architectures-based applications (see 
Musiani and Méadel 2015). An immediate answer is that p2p systems have no 
central intermediary entity that could track – and monetise – social interactions 
in order to fund the development of applications. Peer-to-peer architectures 
traditionally attract sizable attention within academia, with a growing number 
of conceptually complex and promising projects; however, there remains the 
problem of the ‘knowledge gap’:
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[There is an] enormous conceptual gap between what the designers of an 

encryption tool think that everybody knows and needs to know in order 

to make a system work, and on the other hand what a user actually tries to 

achieve through the use of it (Michael Rogers, Briar lead developer).

In this sense, while usability seems to be less of a burden for centralised systems, 
users have not yet formed proper ‘mental models’ to embrace distributed secure 
communication:

With a certain technical structure that is more centralised, it is definitely 

achievable […] But now the question is: can we also bring decentralisation 

into that picture without breaking all of those mental models that users have 

and without asking them to learn a lot and make a lot of theoretical effort 

before they can use that tool. […] What we’re trying to achieve is a balance 

between asking a user to understand how the system works, which is obvi-

ously a burden, or having a system do surprising things because it works 

differently from what they expect (Michael Rogers, Briar lead developer).

Despite extended critiques by tech and trainer communities, peer-to-peer 
encrypted messaging apps are developing and some of them are gaining users, 
funding and media attention. The second part of this chapter turns to analyse 
the case of Briar, a peer-to-peer, end-to-end encrypted, instant messaging app 
using Tor hidden services.

Br iar :  Reth ink ing anonymisat ion and res i l i ence

Briar is born out of a problem that is activist and academic at once: how to 
increase anonymity and move communications off the backbone, in the context 
of Internet shutdowns (Vargas-Leon 2016) and increased governmental control 
over the network in a number of countries around the world:

I was working on p2p communication networks for my PhD and I reached a 

point where I realized that being able to observe the Internet backbone gives 



132

conceaLing For FreeDom

you the ability to observe all of the endpoints and their interconnections; 

this shapes the possibilities for having private communications over the 

Internet […] if you can see the end points, you cannot get the anonymity 

(Michael Rogers, Briar lead developer).

In the late 2010s, the lead developer of Briar, Michael Rogers, was contributing 
to LimeWire, a peer-to-peer file sharing service. In 2009, LimeWire develop-
ers were contacted by Iranian journalists from the Green Movement. Activists 
were wondering if LimeWire would be suitable for use as a communication 
tool in Iran:

The guy who contacted us worked for BBC Persian service. He had a 

principal interest [in] getting news from BBC into Iran, but the question 

was essentially: what can we do to support a movement like this? One 

part is getting news from the outside world, another part is disseminating 

news to the outside world, and the third way is internal communica-

tion. And those are all things that we kept going as strands within Briar, 

how do we look at those different use cases (Michael Rogers, Briar lead 

developer).

At that time, LimeWire was not suitable and secure for high-risk communica-
tion; however, Michael suggested building another system with a greater focus 
on security features. Together with activists, he sketched the rough idea of a 
network built over social connections, relying as much as possible on local 
network connections. This technical solution was relevant to the local political 
context: international connections in Iran were heavily monitored and filtered. 
In this context, Michael and his team opted for an off-backbone communica-
tion: this collective effort took shape, eventually, as Briar. At the time of our 
fieldwork (late 2017), the team counted four members, with two developers, a 
UX/UI designer and a security/usability researcher who was also responsible 
for communications and outreach for the project.

As with most software development projects, its name sheds light on its 
history and on the zeitgeist of its developers. ‘Briar’ is an organic metaphor: it 
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is a distributed, rhizomatic and ramified structure, which, despite its seemingly 
hostile appearance, can create a protective environment:

Briar, as far as I understand, means a thorny plant, and there’s a fairy tale 

about a little rabbit thrown into a briar patch who knows how to avoid it, 

because for him it’s not dangerous, he was born and raised there. So it gives 

this idea for agility and resilience to escape dangers. And I like the little story 

behind it (Thorsten, Briar developer).

Indeed, it’s an American folk story: it’s about a fox that catches a rabbit 

and says: I am going to tear you into pieces. And the rabbit starts crying: 

Oh, please, do everything you want to me but please don’t throw me into 

the briar patch! So the fox eventually throws the rabbit into the briar patch, 

the rabbit runs away in the briar laughing: ‘I was born and bred in the briar 

patch, you know?’ […] In order to communicate privately we have to move 

away from these centralised services and rely on our social networks, and we 

have to fall back on these much more difficult structures to communicate 

(Michael Rogers, Briar lead developer).

The Briar Patch is also a specific region of space featured in Star Trek. According 
to the plot of the 1998 film Star Trek Insurrection, the Briar Patch emanates 
a specific ‘metaphasic radiation’ that is concentrated in the planet’s rings, 
continually rejuvenating their genetic structure – it is a region of space that 
star-ships usually avoid because of various radiation sources and energy fluc-
tuations that impair communications systems and make it difficult for vessels 
inside the nebula to make contact with those outside it. This description bears 
a close resemblance to Briar’s architecture and technical features, these being 
designed for situations where communication with the ‘outside’ Internet is hard 
to maintain. Briar focuses on a specific context of state-driven blocking and 
filtering measures (Bendrath and Mueller 2011; Mueller, Kuehn and Santoso 
2012), as well as extreme situations such as a significant Internet blackout or 
shutdown (Vargas-Leon 2016). Connections in Briar are made over Bluetooth, 
Wi-Fi and Tor. In this sense, Briar is designed both as a circumvention and an 
anti-surveillance tool:
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What we had in mind specifically was how to get information in and out 

of the country in times of unrest when it might be blockaded, and it might 

be particularly difficult to reach Facebook [and other international sites]. 

One of the problems is how do you tunnel information outside or within 

the country and then let it spread widely outside the narrow tunnel. And 

that remains a question that people in Briar think of. People need to use 

it in conjunction with other tools and especially when they need to reach 

people who are not part of a movement or whatever social group it is, and 

who are not using Briar. We need to think about bridges. So we have an 

import feature to import a blog from a web (Michael Rogers, Briar lead 

developer).

Briar sees its users as people who are aware of their own need for security and 
mindful of surveillance-related threats. Briar’s threat model sees governments 
as the main threatening group of actors and attackers, performing filtering 
and interferences as well as blackouts – not only reading and intercepting 
communications and metadata. Briar is also intended to be a solution for 
crisis mapping and disaster response, and as such is aiming to collaborate 
with humanitarian organisations. Briar’s UX/UI and usability concerns are 
informed by the experience of lead developer Michael Rogers, who previ-
ously worked as an informational security trainer for journalists and, in his 
words, had witnessed in this role the conceptual gap between the expecta-
tions of encryption tools’ designers in terms of users know and need to know 
in order to make a system work, and actual user expectations concerning 
the tool (see also Abu-Salma et al. 2017a and Dechand et al. 2019). In this 
sense, one of Briar’s concerns is to make a usable peer-to-peer tool for secure 
communication.

From the protocol to the application: A framework for a decentralised 
alternative

The Briar project consists of two parts: the underlying protocol, called Bramble, 
and the actual user-facing application, called Briar.
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I would say Bramble is a framework, or a library that gives you these peer-

to-peer connections with people, without any intermediaries, and it gives 

you also the notion of groups and of contacts that can interact. And on top 

of this you can build different applications, and Briar is just one of them, 

it’s a showcase of what the technology can do (Thorsten, Briar developer).

Recently, Briar has been shifting its efforts from the user-facing application to 
the codebase and infrastructure, and is expecting to guarantee the sustainability 
of the project without dependency on users – or, to be more precise, in shifting 
from end-users to ‘re-users’, power-users or lead users (von Hippel 1986) with 
above-average technical and computing skills who can adapt the protocol to 
their needs and develop other projects on top of it. The sustainability of Briar 
is supposed to be guaranteed by separating the protocol from the application, 
the reason being that, while maintaining pieces of infrastructure is easier in 
the open-source world as there are several positive precedents (Powell 2012), 
proper maintenance is more difficult for a user-facing application:

That’s partly why we want to make this separation because the user-facing 

app will probably have to be maintained with crowdfunding from users, or 

hopefully it can be maintained on a volunteer basis because most of the dif-

ficult technical plumbing will be moved into the infrastructure project, where 

the users don’t have to maintain it (Michael Rogers, Briar lead developer).

The Bramble protocol is not yet standardised, and won’t be in the near future, 
because developers see standardisation as the last step in the chain of releases, 
after the beta-version of Briar application is properly tested, and the final release 
is published: ‘If you standardise it, you need to know that it’s the best way to 
do it’, as Thorsten puts it (see Chapter 2). However, the Bramble protocol can 
follow Signal’s route of ‘de facto standardisation’, if it is adopted by a sufficient 
number of other projects. In this way, as with Signal, while the protocol itself is 
open source, expertise may be needed to implement it. Providing this expertise 
as a service is now considered a way of providing the project with a certain 
degree of financial sustainability, which would make the sociotechnical goal of 
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promoting resilient and distributed networks easier to achieve. Indeed, Briar’s 
lead developer sees in this initiative of charging for expertise an embryo of a 
possible business model for Briar, that echoes Signal’s ‘non-standardisation as 
a business model’ (see Chapter 2 and Ermoshina and Musiani 2019):

The idea is that people can build other kinds of resilient networks on top 

of the same protocol stack and hopefully we can make a sort of consulting 

business for people who need to communicate with devices out in the field 

or to communicate within teams that deploy in remote areas, that can be 

interested to use this kind of networking technology (Michael Rogers, Briar 

lead developer).

Therefore, the Bramble protocol aims to prepare a framework in order to build 
distributed alternatives to existing centralised services. In the words of Thorsten, 
‘I would like as many of the services that people currently use to be transformed 
to this peer-to-peer model when we don’t need anybody in the middle anymore’.

Working at the margins: Threats to metadata and Internet shutdowns

Briar’s main ‘killer feature’, as described by its developers, is intended to be 
the close attention it pays to metadata protection. As developer Thorsten puts 
it, Briar ‘solves interesting problems that are not solved by other tools on the 
market, for example, it enables people to chat without needing any servers and 
without leaking any metadata’. An interesting consequence of this, and of the 
fact that Briar uses Tor hidden services even for feedback submission and crash 
reports, is that the Briar team itself does not have any precise data about the 
number of users, or exact usage statistics:

All the data only exists on the users’ devices. There’s no Briar server that 

can store anything. If two people use Briar in a village in Chad in Africa, we 

don’t know about it, there is no connection made between them and any of 

the computers we control. The only connection ever made to other people, 

they add themselves. And we will never know these people even use Briar. 
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We don’t store anything, because it’s from person to person (Thorsten, 

Briar developer).

As mentioned, Briar uses Tor as a ‘very well-designed backbone that’s designed 
to know as little as possible on what we do’; however, the team is currently 
reflecting upon Tor’s limitations and security flaws – a concern that mirrors a 
broader preoccupation in privacy research (Manils et al. 2010). Briar has been 
conceived to be deployable on any kind of infrastructure; it is not, by design, 
attached to Tor and could be migrated to a different kind of distributed backbone:

I think Tor is starting to show its age. Some of the attacks we heard about as 

theoretical actually went very practical, and we need to think about anonym-

ity infrastructure, privacy infrastructure that is not operated by someone in 

your house or on your street (Michael Rogers, Briar lead developer).

The Tor vulnerability mentioned by Rogers concerns the exit nodes and is 
related to the connection point between the onion network and the ‘normal’ 
Internet. The traces left by the exit nodes can provoke serious problems for the 
node administrators – a fact well-known to Dmitry Bogatov, arrested on 10 April 
2017 because his exit node was used to post messages judged by a Russian court 
to be ‘extremist’ (Hatmaker 2017). The critique of Tor vulnerabilities has led 
the Briar team to imagine a separate, resilient network, independent from the 
Internet infrastructure: in the words of Rogers, ‘I was looking for something 
that would work in a sort of partially disconnected environment’.

Briar’s particular inspiration comes from the Internet precursor Usenet, 
when the historical network was running on dial-up connections and supporting 
early publish-subscribe systems on top of a patchwork of different technologies, 
before the era of IP addresses (Paloque-Bergès 2017). Some of these ideas had 
already been developed within the now-dormant Pond project – itself a delay-
tolerant, mixnet-inspired messaging system that introduces noise and latency 
to increase privacy and hide metadata.15

One of Briar’s central use-cases, which was tested in the field in Brazil with 
local bottom-up activist communities, is the case of Internet shutdowns. In these 



138

conceaLing For FreeDom

scenarios, Briar is meant to still operate using either Bluetooth or any other 
network that is not connected to the global Internet. Briar received attention 
from Brazilian activists because of the recent Internet shutdowns and mobile 
network jamming used by the police during rallies (Internet Without Borders 
2018). Briar is also thinking of deploying it in Cuba, where it is common for 
networks to be disconnected from the global Internet. By not relying on servers, 
Briar need not be dependent on the Internet as a backbone, and can potentially 
be run on any kind of autonomous community network:

When I tried to send you a message on Signal before it did not work because 

the Internet was down, and the message needed to first go to the Signal 

servers and then from the Signal server it came back to you. With Briar we 

make a direct connection in here, in this network. We are all in this network, 

we have IP addresses and Briar uses these IP addresses to connect to you. 

It can also use Bluetooth, or other technologies. For example, we have a 

mechanism when you can use USB sticks, USB hard drives or SD cards. You 

plug this in your computer, you say for whom it is, who is the contact and it 

will synchronize or this contact (Thorsten, Briar developer).

For the Briar developers, their interest in not running exclusively on Tor hidden 
services (which is the case, for example, for Ricochet16), is that then Tor becomes 
one of several possible ways of transporting the data. So, if in some countries 
Tor is temporarily blocked (as has happened, for example, in China; Winter and 
Lindskog 2012) users have alternatives, including some that may be developed 
in the future.

Group chat: A ‘social-based paradigm’

Briar’s group chat architecture and key discovery processes draw heavily from 
the observation of social interactions among social movements and grassroots 
communities. The Briar protocol is, in some way, a ‘modelization of social 
phenomena such as friendship links, affinity-based community formation, attri-
bution of trust’ (Musiani 2010: 193), something that has been a longstanding 
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concern of many innovators tackling the development of ‘next-generation’ P2P 
applications since the mid-2000s. This ‘social-based paradigm’ (Pouwelse et al. 
2006) works towards achieving trust by relying on both the technical features 
of the protocol and the social aspects of the ‘human’ community itself.

Briar’s identity management and key discovery are linked to the structures 
of social movements and to offline communication structures. In this sense, 
Briar seeks to redistribute the trust relationship between human and non-
human agents:

Social networks are the foundation of all-powerful social movements, so by 

emphasizing it we bring the attention back to the fact that all the security 

relies on the people that you can trust, by bringing those trust relationships 

to the fore… This very difficult constraint can turn into a strength. And I feel 

again that we are in the position of the rabbit, we’re thrown in a supposedly 

hostile environment that actually is the place where we were born and bred 

(Michael Rogers, Briar lead developer).

Many interactions are happening offline and face-to-face. The key discovery and 
contact exchange, for instance, is happening out of band. Key discovery in Briar 
happens in two different ways: directly, by QR-code scanning, and indirectly, on 
the suggestion or invitation of another user. The first configuration postulates 
the co-presence of the two users in the same physical space; this use context is 
considered as the most secure and the ‘trust level’ shown by the application is 
‘green’. The second case supposes that two users have one contact in common; 
the trust level is set to ‘yellow’. Yellow can later be transformed into green when 
the two users meet and verify fingerprints by scanning QR-codes out of band. 
The ‘red’ trust level designates participants in a group chat with whom no key 
exchange has been established. However, Briar also tries to minimise users’ 
interaction with keys and make it as smooth as possible:17

All is end-to-end encrypted by the keys that are automatically created when 

you add your contacts. You need to be face-to-face to add each other. And 

when you do, you can be sure that no one is in the middle messing up with 
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your keys. And you don’t see your keys, never. It’s encrypted but encryption 

is invisible to you (Thorsten, Briar developer).

By choosing out-of-band key discovery, Briar tries to solve the Man-In-The-

Middle problem. However, the QR-code model showed its limits – for very 
material and physical reasons – in the real-life crash test that we, the authors, 
performed in August 2017, during a rally on Dvortsovaya square in Saint-
Petersburg. A group of 12 activists had installed the Briar application before the 
rally. We met on the square and had to physically scan QR-codes in order to be 
able to add each other in the contact list, create a group chat and start the testing. 
However, the scanning of QR-codes turned out to be hard due to the sunlight. 
Some users had to hide under their coats in order to scan their codes, and this 
attracted unnecessary attention from the police and other participants. Other 
users had their phone screens broken (a very frequent case among left-wing 
activists), and this has also made the process harder and slower. Moreover, this 
dependence on offline face-to-face contacts, emphasising the local and the prox-
imity dimensions of the p2p application, made Briar hard to use for coordinating 
an international movement, or even country-wide one. When we issued a call 
for Briar user testing in Russia using our contacts in different tech and activist 
communities across the country, several dozens of people were interested in 
testing it, but they could not ‘add’ each other and create a common group chat. 
Vast distances and decentralised communities with one or two people per city 
made it harder for the out-of-band system to work.

The latest release of Briar, however, implements a solution to the problem 
of adding contacts remotely, by making it possible to share a special ‘Briar link’ 
(Figure 3.2).

Briar’s group chat model is, by far, one of the most interesting across the 
end-to-end encrypted messengers that we have examined. Briar’s group chat 
structure takes the shape of a star: everyone is connected only via the creator 
of the group. This offers some degree of metadata protection to the Briar group 
chat participants. However, once again, the development of this feature was the 
result of complicated trade-offs:
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Doing the group chat was a surprisingly challenging task. We had to make 

some compromises there. For example, it was a difficult decision – who can 

add new people to the group? If you allow everybody to pull new people 

in it, it’s a mess and you have a question who can kick them out again. So 

to simplify things we decided that only the creator of the group is able to 

add new people. So if you are in a group and you’re not a creator and you 

want your friend to be part of the group, you would ask the creator please 

invite my friend – it’s a social way of doing it (Thorsten, Briar developer).

Human trust is an important aspect that minimises some of the risks related to 
‘social centralisation’ in Briar’s group chat architecture:

In a way, there is a certain centralisation aspect again [in the group chat 

model]. The creator has more control on the group than other people have. 

But you are not forced in the group, you are invited and you can join when 

you trust the creator sufficiently to handle this group, not invite bad people 

into it, and secure their phone properly (Thorsten, Briar developer).

Fig. 3.2 Adding a remote contact on Briar (source: https://briarproject.org/manual).

https://briarproject.org/manual
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It is the fact that Briar puts metadata protection at the heart of the protocol that 
led them to develop this unique group chat model. However, a protocol feature 
has been implemented in Briar that makes it possible to redistribute the power 
and remove part of the technical and social responsibility from the group creator:

Because there’s no server that distributes messages to everybody, partici-

pants need to exchange messages with themselves. So, if there is a creator, 

she needs to have connections with all the members of the group for the 

messages to travel, as she distributes the messages. But the implemented 

mechanism makes it easier because what if the creator loses the phone 

or is offline? The whole communication stops. So we came up with a 

solution that allows people to reveal their contact relationships to the 

group: if we are in the group and Ivan is also in the group and you want 

to be able to keep the communication running when I, the creator, am 

not here, you can decide to reveal the fact that you are friends with Ivan 

to the whole group, and exchange messages with Ivan directly (Thorsten, 

Briar developer).

However, while this feature continues to be effective in Briar’s beta for Android, 
our observations of user testing in Russia, as well as discussions with testers from 
around the world, have shown that users do not have a clear understanding of 
the ‘contact reveal’ feature. Users tend to think that this involves sharing their 
social graph and consider this function as insecure and dangerous for them and 
their community. However, Briar’s threat model does not intend that anybody 
should know who the contacts of a particular user are, and this is why the user 
needs to opt-in to reveal her contacts so that she can communicate without 
the creator. The Briar team is using real-life use-cases to explain this feature to 
their testers:

Everyone is connected to each other through the creator. But when you 

reveal the contact it does not mean that you receive a notice saying you 

are friends with Ivan, it just means that you can exchange group messages 

also directly with Ivan without the creator being connected. It can happen 
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that people need to make more connections to each other so that they can 

exchange messages more fluidly: if you are in a bigger group at a protest 

and you send ‘the police is coming, you need to run away’, this message 

will not arrive to all the members if only the creator is distributing messages 

(Thorsten, Briar developer).

Enrolling users: Community-building on top of research

A number of theoretical problems have been revealed during the work on the 
beta version of Briar’s group chat, for example ‘gossiping’, i.e. making sure 
that data are disseminated to all members of a group after a user has left it (the 
nature of peer-to-peer makes it hard to let all users know about it at once, and 
this may confuse users). The Briar team is looking at both academic work and 
other projects for solutions but has concluded that existing efforts do not solve 
these problems. A possible solution may lie in the collaboration between Briar 
and other anonymity-centred projects, such as Panoramix, Loopix or Pond. At 
present, Briar does not collaborate closely with any project, but it is following 
the overall ‘galaxy’ of encrypted messaging applications, even centralised ones, 
to keep track of the UI/UX features that users want to have. Briar wants to learn 
from these popular messaging apps and propose a smoother way for users to 
‘migrate’ from centralised messengers to Briar:

We usually look at Signal, WhatsApp and Telegram, simply because in 

this space these are the biggest three apps that fit… With Signal, since 

the source code is open, we look at it and use some of it, for emoijs for 

example. If we want to solve some UI problem, we do look at how other 

projects do it. Because if we have our own way, it may be confusing for 

people because they are already used to other ways. [We want] for the 

users to have it easier switching from other apps to our app (Thorsten, 

Briar developer).

However, Briar has a very different approach to the protocol governance and 
centralisation/decentralisation debate. Briar is actively distributing its Android 
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Package, which allows the distribution and installation of their application, 
via F-Droid; however, they cannot at this stage give users absolute freedom to 
modify the protocol, for interoperability reasons. Thorsten explicitly states that 
Briar has a different philosophy to Signal, inasmuch as Briar does not attempt to 
centralise the protocol and distributions of its apps: ‘They [Signal] are very strict 
in having control over it [the protocol and distributions] while we encourage 
other implementations’. (Thorsten, Briar developer)

The Briar project is now experiencing a transition phase as the team is choos-
ing which path to take in the near future; during this transition phase, primary 
concerns include the aforementioned separation of the Bramble protocol from 
the Briar app, and the search for alternatives to Tor as a backbone.

An important issue to underline is that Briar has become available to users 
only very recently; until spring 2018, test builds were available for Android 
devices on request, and the Briar team was organising usability workshops 
to test different features of the tool.18 Thus, the ‘chicken and egg’ problem of 
getting a critical mass of users interested and motivated has not yet had to be 
fully confronted. However, the decentralised tool project, though unused by 
the general public thus far, has been tested in ‘field’ conditions in remote rural 
areas, where participants could communicate successfully in the Briar mesh 
at a limited distance. Furthermore, even though Briar does not yet have an 
actual user base, it is an interesting example of a project that is driven at the 
same time by research interests (usable p2p encrypted instant messaging in 
the context of resilient communications and blackouts) and by activist- and 
community-based motivations (the team members are frequent participants 
of Circumvention Tech, now Internet Freedom Festival, and are collaborating 
with the Guardian project, GNUNet, Unlike Us and Open Internet Tools). This 
community-building dimension with relevant actors is understood by the Briar 
developers as a dynamic that will structure developments in the near future, as 
an important motivation for developers:

The sense of community is really important to have everybody motivated to 

work on these projects that are very open-ended, and somehow against the 

flow that society in general is taking… where there is less and less privacy 
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and more and more social control. It’s nice to be reminded to know that 

other people are going in the same direction (Michael Rogers, Briar lead 

developer).

Ultimately, Briar is a sociotechnical experiment (alongside other projects from 
the galaxy of p2p encryption tools, such as the MIT-based Vuvuzela) and as such, 
illustrates important questions about the limitations and problems of p2p-based 
secure messaging, while at the same time showing its potential.

Conclus ions :  The d i ff icult day-to-day pract ice of 
the ‘ promise  of Internet equal ity ’

In the galaxy of end-to-end encrypted messaging tools, decentralised ones 
appear to be subject to the highest degree of experimentation. If we consider 
this in a historical perspective, we see that the nexus between p2p and secure 
messaging today is an important manifestation of a longstanding and complex 
tension related to decentralised technologies – between their alluring promise 
of interoperability, horizontality, mutual help, self-governance, participation, 
reduced control by governments and the private sector, and, on the other 
hand, the multiple technical and economic challenges standing in the way of 
its widespread implementation, including the ‘chicken and egg’ problem of user 
motivation vs technical dependency on the number of users, and the difficulty 
of how to manage users’ reputation and identity.

As the ‘promise of Internet equality’ (Agre 2003) of p2p technologies 
remains strong, particularly in specific activist and academic settings, seeking 
solutions to the different challenges posed by decentralised architectures to 
encrypted messaging is at the heart of a substantial portion of current privacy 
and anonymity research. However, there seems to be a gap between academic 
research fields and activist needs and questions:

It’s one of the greatest unsolved mysteries […] The computer science 

problems that activists care about are not necessarily close to the computer 

science problems that are prestigious to work on in computer science. For 
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me, as an activist working on usable communication this is a great unsolved 

problem (Elijah Sparrow, LEAP).

Some projects, such as LEAP, Delta Chat (see Chapter 4) and Briar are trying to 
work in between the two; the NEXTLEAP project, via the work of the authors 
and other members of the consortium, has operated in the same direction, with 
our focus on activist use-cases (both high- and low-risk) and collaboration with 
open-source developer communities (Autocrypt).

We have selected the Briar case among decentralised secure messaging 
projects as we believe it demonstrates well the new potential of peer-to-peer 
encrypted messaging applications, as well as the challenges presented by p2p. 
However, in a broader context where net neutrality is put under increasing 
strain, and Internet censorship around the world is growing and becoming more 
pervasive, it is important to acknowledge that some of Briar’s technical and 
social solutions can be reused, and possibly improved upon, by other projects. 
Alongside Briar, several projects sharing its foundational interest in decentralised 
architectures show a trend towards reinventing the Internet backbone itself, 
and migrating to other networks – seeking a freer, more decentralised Internet 
that would be less controlled by both governments and private corporations. 
New projects develop and define themselves as real ‘ecosystems’ suitable for any 
kind of data exchange, such as Matrix.org (see Chapter 4), CJDNS,19 i2p20 and 
Yggrasil,21 decentralised and encrypted network protocols that have a growing 
user base in countries like Russia, as a response to the country’s current trend 
towards more centralised control over the Internet.

As the secure messaging field grapples with the issue of delegating too much 
trust to the creators of centralised IMs (an illustration of this has been the Pavel 
Durov vs Moxie Marlinspike case, described in Chapter 2) or to the infrastruc-
tures they manage, p2p messaging applications seek to somehow re-distribute 
the trust between humans and protocols. However, our research on this type of 
secure messaging systems has shown that many users are still very much bound 
to centralised architectures, except for specific technical communities or openly 
anti-authoritarian activists.
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Notes

1 E.g., Telegram chats of Pirate Party Russia, Cybersecurity chat, internal Rublacklist 
chat
2 And questioned/challenged this label in Chapter 1.
3 See projects such as Secure Scuttlebutt: https://scuttlebutt.nz.
4 https://zerotier.com.
5 https://chatons.org.
6 https://joinmastodon.org.
7 See Chapter 4.
8 Discussion at the Citizen Lab Summer Institute, session on armed conflicts and 
information control, July 2017.
9 See above: https://www.scuttlebutt.nz, a ‘decentr(alised) secure gossip platform’.
10 https://github.com/ssbc/handbook.scuttlebutt.nz/blob/master/principles/
legacy.md.
11 E.g., in the frame of a ‘corollary’ project of NEXTLEAP, in January 2018 we 
interviewed 28 Ukrainian and Crimean journalists, tech workers and activists.
12 See, e.g., the 2017 wave of interest in Tox messenger among the tech community 
in Kyiv, Ukraine.
13 https://beakerbrowser.com.
14 https://briarproject.org.
15 https://youbroketheinternet.org/secure-email#pond.
16 https://ricochet.im.
17 We will discuss in the final chapter how this and other similar strategies fall into a 
tendency which we define as the ‘opportunistic turn’ in encryption.
18 The authors participated in a usability workshop for Briar at University College 
London in February 2017. Eleven people took part in the workshop, all of them 
being UCL PhD or postdoctoral students in computer science or usability. We tested 
several functionalities, such as key exchange, invitations for a one-to-one chat, 
group chat creation, blacklisting and changing the ‘trust level’ of contacts.
19 https://github.com/cjdelisle/cjdns.
20 https://geti2p.net/en.
21 https://yggdrasil-network.github.io.
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FEDERATION: TREADING THE 
L INE BETWEEN TECHNICAL 
COMPROMISE AND 
IDEOLOGICAL CHOICE

With the groWing popuLarity oF the so-caLLeD ‘FeDiverse’, mainLy 

known by its main projects, Mastodon1 and Pleroma,2 the introduction of OTRv4 
and the vibrant scene of ‘chat-over-email’ projects, federated architectures are 
currently experiencing a phase of increased development and use. They are pre-
sented as alternatives, on the one hand, to centralised applications that introduce 
a ‘single point of failure’ in the network and lack interoperability, and on the 
other hand, to the p2p apps that necessitate higher levels of engagement, exper-
tise and responsibility from the user (and her device). Federation is sometimes 
described as an ambitious technopolitical project; federated architectures open 
up the ‘core-set’ of protocol designers and involve a new kind of actor, the system 
administrator, responsible for maintaining the cluster of servers necessary for 
federated networks. Federation is believed to help alleviate the very high degree 
of personal responsibility held by a centralised service provider, while at the 
same time distributing this responsibility and the ‘means of computing’3 – the 
material and logistical resources needed by the system – with different possible 
degrees of engagement, favouring the freedom of users to choose between dif-
ferent solutions and servers.

As the previous chapter has also shown, the community of developers 
involved in the field of secure messaging is conducting lively debates about 
the limits and potentials of decentralised protocols – debates which we have 
retraced online. The discussions of the tensions between centralisation and 
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more distributed architectural forms, such as federation, go hand-in-hand with 
debates over standards. Supporters of federated solutions claim that reusing 
existing standardised protocols or developing new open standards can enhance 
interoperability and solve the problem of ‘messaging silos’ (Kent 2019). Indeed, 
federated architectures appear to be well-suited to promoting localism and 
community-oriented smaller solutions, whose business model does not depend 
on the sheer numbers of users and the availability of their data for harvesting 
and aggregation. On the other hand, according to advocates of centralised 
solutions, federation can present problems in terms of security, as it is harder 
to audit all the different implementations of a federated protocol and ensure 
that all servers are well configured.4 Indeed, federated messaging solutions add 
a layer of complexity to the governance of the sociotechnical networks they 
structure, as they introduce the need for the decentralised administration of 
servers (or ‘instances’).

This chapter retraces debates about federation in encrypted messaging 
and analyses the shaping of federation as both an infrastructural and a social 
experiment, one that seeks a compromise between the distribution of respon-
sibilities onto a larger number of actors, high levels of security, and better 
usability. We discuss federation as a political as well as a technical project 
that recognises the dangers inherent to centralised solutions but suggests a 
middle ground between centralisation and full-fledged distribution as in the 
case of peer-to-peer tools, the latter considered as requiring a steeper learning 
curve. In the chapter, we will analyse two approaches to federation. Firstly, we 
examine projects that develop new protocols, such as OMEMO and Matrix.
org. Then, we analyse the ‘ecological’ approach to protocol development, 
which consists of upcycling older protocols and existing open standards, 
with the example of ‘Chat-over-email’ projects such as Delta Chat. The chap-
ter shows how community-managed infrastructures and practices of ‘social 
encryption’ are used to enhance security beyond encryption protocols. We 
also analyse federation as a way to make messaging apps resilient to censor-
ship, a factor that plays a more and more important role for users living in 
repressive contexts.
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Decentral i s ing to what extent? 
The ‘dependencies ’  controversy rev i s ited

When it comes to the community of developers debating online, the tensions 
between centralisation and federation are paralleled by debates over standards; 
the discussions have as a fil rouge the controversy about ‘dependencies’ which we 
introduced in the case of Signal, and the impact of different aspects of depend-
ency for users’ Internet freedoms.

A well-known argument in favour of centralisation – and against standards – 
was made by Moxie Marlinspike, Signal’s lead developer, in a previously intro-
duced (Chapter 2) blogpost (Marlinspike 2016), which attracted considerable 
attention and was widely quoted by developers, trainers and advanced users as 
a reason to opt for centralisation. According to this point of view, centralisation 
offers a better control ‘by infrastructure’ or ‘by design’, while federation can be 
‘dangerous’ in terms of security, as it is hard to audit all the different implementa-
tions of the protocol and ensure correct updates. This first argument therefore 
frames the debate in terms of governance of a given project and its implementa-
tions. According to Marlinspike, it is the evolution of the market of end-to-end 
encrypted messengers that demands centralisation:

One of the controversial things we did with Signal early on was to build it as 

an unfederated service […] it’s entirely possible to build a federated Signal 

Protocol based messenger, but I no longer believe that it is possible to build 

a competitive federated messenger at all (Marlinspike 2016).

Marlinspike argues that only centralised solutions can satisfy constantly changing 
consumer demand and the overall instant messaging ‘ecosystem’. Interestingly, 
he explains the success of current popular online communication systems as a 
result of the progressive evolution of federated protocols into centralised services 
(he uses, more precisely, the word ‘cannibalisation’):

It’s what Slack did with IRC, what Facebook did with email, and what 

WhatsApp has done with XMPP. In each case, the federated service is stuck 
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in time, while the centralised service is able to iterate into the modern world 

and beyond (Marlinspike 2016).

According to Marlinspike, decentralisation seems to bring about more problems 
in keeping older and newer versions of an application interoperable. Michael 
Rogers, Briar’s lead developer (see Chapter 3), tends to agree when he explains 
why the Briar app public release took longer than expected:

We have an app that runs, it’s fairly stable, it looks like a fairly complete 

finished application. The reason that we do not release it now is because 

we need to change the data format and protocol details, and keeping inter-

operability with older versions in the decentralised network when you’re 

changing data format and protocol details is really difficult. So we want to 

postpone having to deal with that problem as late as possible by just doing 

limited test until those things stabilize before doing public releases (Michael 

Rogers, Briar lead developer – January 2017).

Thus, the Briar team implements ‘expiry dates’ into its releases in order to make 
it technically impossible to communicate between users of newer and older 
versions. This problem was also present in the case of a federated messaging 
ecosystem, Matrix.org, during its transition towards end-to-end encryption, 
when a multitude of older clients became incompatible with e2e. Therefore, 
decentralisation supposes a certain amount of coordination and community-
oriented effort.

With respect to federation, another argument in favour of centralisation 
concerns the security that comes with greater control over changes in proto-
cols and server administration. Marlinspike claims that social centralisation 
is needed to successfully respond to unsolved challenges, such as metadata 
protection:

If anything, protecting metadata is going to require innovation in new 

protocols and software. Those changes are only likely to be possible in cen-

tralised environments with more control, rather than less. Just as making the 
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changes to consistently deploy end to end encryption in federated protocols 

like email has proved difficult, we’re more likely to see the emergence of 

enhanced metadata protection in centralised environments with greater 

control (Marlinspike 2016).

Peter Sunde, co-founder of The Pirate Bay and developer of the Heml.is messag-
ing app, whom we have already met in Chapter 2, agrees – despite his preference 
for federated architectures, which were the initial model envisaged for Heml.
is – that centralised control over servers may help enhance users’ privacy (social 
graphs, metadata):

The idea to begin with [when developing Heml.is messaging app] was to 

do federated servers, but then we realized that it was not possible because 

we also wanted to protect social graphs of how people communicate and 

in order to do that we needed to make sure that we have control over the 

servers… All these ideas and technological solutions are always a trade-off 

(Peter Sunde, Heml.is).

The previously discussed trade-off between security and usability (Norman 
2009; Cranor and Garfinkel 2005; Yee 2004) also reappears when it comes 
to older federated protocols, such as XMPP. Despite the fact that this proto-
col is defined by its promoters as a ‘living standard’, in Marlinspike’s words, 
due to its capacity for protocol extensions, it is often criticised for its weak 
support of rich media and for the difficulty of developing it for mobile uses. 
Due to the relative freedom developers have to deploy a variety of XMPP-
based clients, XMPP suffers – according to Marlinspike – from fractured 
client support, and the difference between various XMPP clients results in 
lack of consistency regarding feature support in various clients. This may 
create confusion for users:

Someone’s choice to use an XMPP client or server that doesn’t support video 

or some other arbitrary feature doesn’t only affect them, it affects everyone 

who tries to communicate with them. It creates a climate of uncertainty, 
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never knowing whether things will work or not. In the consumer space, 

fractured client support is often worse than no client support at all, because 

consistency is incredibly important for creating a compelling user experi-

ence (Marlinspike 2016).

However, developers from the PGP and the XMPP/OTR community, and the 
growing galaxy of ‘Chat-over-Email’ projects, strongly oppose this critique from 
Signal in their own blog posts and on a number of mailing lists where developer 
discussions take place. For example, a developer involved in the Conversations 
and OMEMO projects argues that the ‘extensibility of XMPP is not a danger 
in itself. A good extension will spread naturally. Moreover, there’s a permanent 
incentive to innovate in XMPP’. This has led developers in certain communi-
ties to try to standardise versions of the Signal protocol applied to federated 
projects; for example, the OMEMO protocol has been submitted to the XMPP 
Foundation in order to be standardised.

Signal developers believe that older protocols like PGP and XMPP actu-
ally harm user security and should be abandoned; and as Chapter 2 shows, the 
Signal protocol has been crucial in boosting updates to these older protocols 
and setting up a ‘required minimum’ of features for instant messaging applica-
tions. Signal has deeply affected the market of instant messaging, not only by 
‘informally standardising’ a number of technical features, but also by attracting 
financial investments towards centralised projects as opposed to decentralised 
or distributed ones:

I believe that the problems with decentralisation we have right now are more 

a problem of the lack of funding than a conceptual problem that decen-

tralisation does not work. Most XMPP clients are developed by volunteers 

in their spare time. And it’s kinda obvious that one single developer that 

donates two hours a week of his spare time to develop an IM client is unable 

to compete with five full time developers like Open Whisper Systems for 

example (ChatSecure developer).



154

conceaLing For FreeDom

Giv ing (or recla im ing) choice ,  d i str ibut ing 
respons ib i l ity

Opposed to Signal’s strong discourse on ‘consumer space’, which has modi-
fied the scene of secure messaging by inviting to the discussion table a more 
varied set of actors than the techno-idealists and crypto-enthusiasts of the 
early days, are discourses such as that of the LEAP team, which strongly 
defends open federated protocols (as opposed to self-made, closed or partly 
closed protocols):

Moxie came out recently and ‘arrowed’ himself as a centralist in his blogpost 

about this topic. I disagree with him. His argument is that… open feder-

ated protocols are simply too slow to adapt and they are too difficult to 

implement because there’s too many different players, you make a change 

and you break everything […] I think just because there are examples 

in the past of being difficult to change protocols does not mean that the 

idea of open protocols is dead. I think there’s definitely ways in which we 

can recognize the problems with open protocols so that we still can have 

interoperability but not be locked in an unchanging [ecosystem] (Elijah 

Sparrow, LEAP developer).

The arguments put forward by our respondents in favour of federated archi-
tectures concern several aspects: first of all, the danger of trusting one person 
or entity behind the service (‘putting all your eggs in one basket’, as Elijah puts 
it) and potentially enabling easier metadata leaks. From this standpoint, the 
personal responsibility of a centralised service provider is very high and puts 
the provider itself and all its users at risk. A federated solution would help to 
distribute this responsibility:

Signal is trusted because it’s Moxie, but if I was the government I could 

force Moxie to hand over the keys and tell him like… you can’t say anything 

anymore. But he would at least shoot the system down, like the case with 

Lavabit, the email service that Snowden used. That guy closed the service 
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down instead of working for the government. But most people will not do 

that… The way to solve it is to have a federated system like you have your 

own data at your own location (Peter Sunde, Heml.is).

Even though developers agree on the fact that decentralised systems are harder 
to design, their motivation to work on federated systems seems to be grounded 
in both the political and technical aspects of federation, first and foremost the 
‘empowerment’ it can offer to the user by providing the means to control their 
own data and enable better metadata protection:

I know there are journalist organizations that run their own XMPP server, 

primarily using desktop clients. I’d like to allow people to run their own infra-

structure around their own data as much as possible. There are other great 

tools that do encryption, at that point you can use WhatsApp or Facebook, 

they are using the same Signal protocol. But you’re still not owning your 

data, all the metadata is controlled by a centralised system, they know all 

your contacts, who you’re messaging at what time. […] Other people feel 

differently. Like Moxie really wanted to do a vertically integrated centralised 

solution because it’s a lot more usable if you control all the technology pieces 

(ChatSecure developer).

Another argument in favour of federated architectures – this time, as opposed 
to both centralised and purely p2p ones – emphasises the freedom for users to 
choose between various services, as Matrix’s lead developer explains:

I had a long running dispute with Moxie Marlinspike about [decentralisation 

versus centralisation] basically because Matrix obviously is an interoperable 

decentralised network and he considers that a privacy risk because you 

can’t control the whole network, there may be implementations that may 

not be secure, there may be bugs that you cannot control, that leak sensi-

tive information and that is a thing for privacy. I would argue however that 

decentralisation is also important for freedom, and the user’s ability to pick 

which service to use (Matrix lead developer).
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In this sense, federated protocols are often compared to political systems, 
where users can ‘vote with their feet’ by leaving a server in favour of a better 
one. Federated protocols are said to provide better accountability and better 
control over the service providers. Moreover, the ease of migration offered by 
interoperable environments makes it possible for users to choose a better option 
without losing their social graphs.

There’s no way to establish any kind of accountability for centralised services 

that lock people in. It is very easy if people have federated services, they can 

just pick up and leave if their provider does something they may not like. So 

tomorrow Signal started to do that people were critical of, it would be very 

difficult to get people out of Signal to use something else (Elijah Sparrow, 

LEAP developer).

Indeed, our user interviews revealed among frequent XMPP users a peculiar 
attitude of ‘proximity’ with XMPP service providers, as well as a specific set of 
feedback practices between users and providers. The possibility of developing 
a client on top of an open federated protocol, with features needed by a specific 
user community, was also underlined as a positive aspect of federation, albeit 
that it limits the usage of these solutions to a more tech-savvy audience, or else 
requires localisation efforts.

Unlike developers, many high-risk users did not bring up the need for federa-
tion explicitly, but they raised it implicitly in how they formed trust relationships. 
Federation provides a suitable infrastructure for specific communities to organise 
without having to rely on intermediaries. In this sense, developers, high-risk 
users and trainers tend to build associations between specific configurations 
of political organisation and of technical infrastructure. For example, some 
developers and trainers justified federation as mirroring the organisation of 
anti-authoritarian social movements, which echoes w the conceptual analysis of 
the sociotechnical meanings of decentralisation proposed by Nathan Schneider 
(2019). Thus, there was a preference for systems that were considered politically 
trustworthy p by high-risk users; federation was generally viewed as positive 
in this regard by a minority of high-risk users. These users expressed concerns 
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about centralised systems collecting their metadata, although few realised 
this would also be possible in most federated systems, albeit in a distributed 
form – which attests to the important ideological component included in the 
notion of federation.

Some developers believed the choice of federation to be inherently con-
nected to not collecting metadata, and felt that models existed which were both 
usable and decentralised:

With Signal, it’s impossible to create a decentralised system because phone 

numbers aren’t decentralised. With XMPP it’s like an email address. Even 

users who aren’t technologically savvy can understand this is my user ID, 

and this is my server (OMEMO lead developer).

The ‘chat-over-email’ paradigm is also based on understanding the risks associ-
ated with synchronising contact books and depending on mobile operators. 
Moreover, federated projects promote interoperability as a solution to the walled 
gardens of secure messaging applications. Building a potentially open system, 
pluggable and modifiable according to the needs of a community, also means 
removing parts of the work from the developer team.5

The remainder of this chapter explores three federated protocols and the 
applications based on them: Conversations (and OMEMO protocol), Matrix.
org, and the ‘chat-over-email’ effort, with projects such as Autocrypt/Delta 
Chat, LEAP and Pixelated. Through the case studies, we aim to explore the ten-
sions between the elements of technical innovation and the politico-ideological 
choices that shape particular definitions of ‘freedom’, both for users and devel-
opers, in federated arrangements.

Conversations and OMEMO: Bringing future secrecy to XMPP

The federated end-to-end encrypted messaging app Conversations is based on 
XMPP and OTR/OMEMO.6 This project could be defined as a ‘one-man app’, 
its core developer working alone, driven by his own technical curiosity and 
relying on his own previous experience as user of XMPP and OTR:7
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I am an XMPP user. When I got my first Android phone there were no good 

examples available for the platform. I actually decided to write my own app. 

I did maybe 95% of the code by myself. I do have occasional contributors 

on github but was pretty much alone (Daniel, Conversations/OMEMO 

lead developer).

Conversations is an end-to-end encrypted instant messaging application that 
offers users a choice of three encryption algorithms and an unencrypted (TLS-
only) mode. This design solution is unique in the field and makes Conversations 
an interesting case-study. The choice between three different algorithms was, as 
one of the Conversations developers explained to us, his version of an answer to 
the interoperability problem; when he started working on Conversations, end-to-
end encryption methods were available for different clients, and Conversations 
tried to be compatible with them all, so it had to implement OpenPGP as well 
as OTR.

As a third choice for encryption, the OMEMO protocol (recursive acronym 
for OMEMO – Multi-End Message and Object Encryption) was created with 
the idea of providing future and forward secrecy and deniability and gives the 
possibility of message synchronisation and offline delivery, which are both 
important features for a federated protocol. According to its creator, OMEMO 
was developed to solve specific limitations and problems that existed both in 
OpenPGP and in OTR:

One of the main limitations of OTR was that it didn’t work with multiple 

clients. If you are logged on your mobile client as well as your desktop client, 

OTR does not work. Open PGP had downsides as well: there wasn’t any 

verification built in, it did not have any forward secrecy or any other nice 

crypto traits that you wanted to have (Daniel, Conversations/OMEMO 

lead developer).

OMEMO was developed during the Google Summer of Code in 2015, using 
the LibSignal library.8 Daniel, Conversations and OMEMO’s lead developer, 
acknowledges the lack of standardisation and lack of specification of the Signal 
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Protocol, which we noted in Chapter 2 (‘The underlying cryptography was not 
very well documented, and we were just basically making through the library’). 
However, Daniel was able to work with the library well enough to implement 
the Double Ratchet, the up-and-coming ‘golden standard’ of instant messaging 
promoted by the widespread acceptance of the Signal Protocol:

I personally don’t have a very strong cryptography background, I try to rely 

on what’s already there, what’s already popular right now. Like Signal proto-

col with double ratchet is quite widespread these days and seems to be well 

received by various cryptographers. So it makes sense to base OMEMO on 

something that’s similar (Daniel, Conversations/OMEMO lead developer).

OMEMO, being, in Daniel’s words, an ‘XMPP wrap around LibSignal’, brings 
Signal’s innovative features, such as future secrecy, to XMPP. In this sense, pro-
tocol design choices for Conversations and OMEMO are determined by the 
overall development and state of the art of modern cryptography (see Chapter 
2: ‘Signal does it, WhatsApp does it’.). Instant messaging, over the development 
of OMEMO, is understood as a set of tools for the exchange of information that 
is intrinsically ‘temporary’, and users are likely to favour a feature such as future 
secrecy over the possibility of permanently accessing their archives. However, 
Conversations does not support the function that leads to the disappearing of 
messages, even though users, according to our interviews, have been asking for 
it. Instead, Conversations opts to entrust users with more choice, but also with 
the increased responsibility that comes with it:

If you are looking into data hygiene, not keeping around the history is 

something that you should do for yourself on your own device according 

to your own rules and Conversations has a setting that allows you to delete 

all messages both sent and received on your device and regulate intervals, 

for example a month or a week. It is a more honest solution. Because you 

can control when these messages are deleted. It is up to each individual 

user to decide what to do with the data (Daniel, Conversations/OMEMO 

lead developer).
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Interestingly, this approach of entrusting users with both choice and responsibil-
ity differs from the automatic, or ‘opportunistic’ turn in encryption embraced 
by applications aimed at the general public (e.g. Signal), whose creators actively 
work on concealing a lot of options from users to make the application more 
immediate and comfortable to use. Conversations seems to be targeted more 
towards those users for whom freedom equates to having more control over 
the application and, in the words of one of our respondents, ‘see[ing] encryp-
tion happening’.9

The kind of ‘freedom’ that Conversations aims at giving users extends not 
only to the server, but also to the encryption scheme that they prefer or are more 
used to. The intention is to help attract more users, regardless of the encryption 
algorithms that their peers support, as Conversations can talk to OTR- and to 
OpenPGP-only clients. The language elements of ‘user choice’ return here: ‘They 
can choose Open PGP and will not have forward secrecy but will have some 
other features in return’. [Daniel, Conversations lead developer]

This freedom of choice is, as we have demonstrated in the section above, is 
mentioned as one of the advantages of federation. It also gives users the pos-
sibility to gain certain security, privacy or usability features that exist in some 
protocols but not in others. For example, OpenPGP offers archiving, which, 
for low-risk users, may sometimes be more important than future- and forward 
secrecy:

There are a couple of users who don’t want to move away from OpenPGP 

because all these modern encryption schemes that provide forward secrecy 

do not have the ability to retrieve your messages, so when you’re setting up a 

new client you can’t access the archive with all your messages. And OpenPGP 

allows you to do that. That’s arguably a very niche use case, less secure in 

some ways because it doesn’t have forward secrecy and stuff like that, but 

some users really prefer to have the ability to access the archive if they are 

not under high risk (Daniel, Conversations/OMEMO lead developer).

As the app’s developer explains it, Conversations is aimed at a specific user-
group, that – if we were to go back to categories we questioned but found useful 
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earlier in the book – could be defined as high-knowledge, low-risk and privacy-
aware users, who strongly support XMPP, federation and open source, and opt 
for Google-free and privacy-preserving solutions such as the minimisation of 
data storage, with both technical and ideological components subtending their 
choices. While applications such as Signal, Telegram and Wire are arguably 
starting to be considered as mainstream, and are often covered in the media, in 
the case of Conversations, user enrolment happens via specific digital security 
training sessions, advice from tech-savvy friends, personal technical knowledge 
and interest in XMPP and federation. These users are, in turn, introducing their 
close network and peer groups to the app via word-of-mouth dynamics.

OMEMO is not yet a standardised protocol, though it has already been 
adopted by a number of XMPP clients (listed on a dedicated website).10 At 
the time of writing (16 September 2019), the website lists 18 XMPP cli-
ents fully supporting OMEMO and 33 clients that are currently working 
on being compatible with OMEMO. OMEMO has been submitted to the 
XMPP Foundation for standardisation and is currently at the first stage of 
the standardisation process.

However, our interviews with the developer teams of both Conversations 
and ChatSecure have revealed that these projects, though well known within 
the XMPP scene (developers mention that they regularly attend XMPP-related 
events), are almost invisible within more hybrid events aimed at privacy 
advocates and high-risk users and other stakeholders (Internet governance 
organisations, lawyers, researchers), such as, for instance, the Internet Freedom 
Festival or RightsCon. These applications could have had a wider adoption, 
especially given the strong modern-state cryptography implemented in both 
tools; however, their authors remain disconnected from the ‘high-risk, low-
tech’ communities. Media coverage is also partly responsible for that dis-
connect: both applications are much less visible in non-tech-savvy oriented 
media, and cannot draw on the support of well-known public figures such as 
Edward Snowden, or organisations such as EFF, AccessNow or Tactical Tech. 
The latter are more eager to cover centralised applications (except for the Tor 
browser) and are de facto not involved in advocacy for technical decentralisa-
tion or federation.
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Matrix.org: Facing the interoperability problem

Lyon, France, 25 May 2017: Ksenia attends the European Lab session on privacy-
enhancing technologies and decentralised identity management systems. At 
some point, an interesting discussion takes place, which illustrates the state of the 
art in the field of encrypted messaging quite well. The panel moderator, himself a 
user of multiple encrypted messaging tools and protocols including PGP, Signal, 
Wire and Jabber, asks the audience: ‘How many messaging applications do you 
use on your mobile phone?’ After a brief round of answers from the public, he 
counts that among the forty people present, the average number of messaging 
applications is five per person, while several people say that they regularly use 
more than seven messaging applications. This question allows him to bring to 
the table the important problem of digital ‘silos’ (Kent 2019): how do people 
communicate in this ‘mess of messengers’, being separated by the walled gardens 
(Musiani 2016) of their favourite messaging clients, but also, more deeply, by 
various encryption protocols that are incompatible with each other.

While Conversations suggests a solution for interoperability between encryp-
tion protocols (OpenPGP/OTR/OMEMO), it still runs over XMPP and 
requires users to have an account on an XMPP server (or ‘even better, run 
[their] own XMPP server for [them] and [their] friends’, as OMEMO’s inventor 
puts it). However, interoperability remains a problem for users of centralised 
messaging applications (Kent 2019). Individual projects have attempted to 
solve the interoperability problem, such as by bridging Jabber – a free IM ser-
vice based on XMPP – to centralised applications. For example, the Russian 
Pirate Party has developed a ‘Jabber bot’ for Telegram, that helps Pirate Party 
members who do not trust Telegram to continue communicating within their 
community using Jabber.11

Another project that addresses the interoperability problem is Matrix.org, 
which works on giving users the possibility to bridge various messaging appli-
cations and let users connect without laying on them the ‘burden’ of having to 
migrate from their favourite tools. The underlying idea of Matrix.org is meant 
to go beyond an instant messaging application; it is framed by its developers as 
an ecosystem that could be used for any kind of data sharing:
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The model is very much inspired by the phone network, in terms of the 

phone network being a global way to exchange communication data. But 

in the end it’s closed, it’s not open, it’s quite centralised to the telcos. So we 

wanted to create a complementary network which has the openness and 

the decentralisation baked in (Matthew Hodgson, Matrix lead engineer).

The main goal of the project, as underlined in several articles, is to ‘create an 
architecture that tackles the interoperability problems that were not addressed 
by previous approaches’. This interoperability is meant to become a substantial 
comparative advantage and enrolment factor for users: ‘where IRC has a high 
barrier to entry, requiring you to know exactly what server you’re connecting to 
and configure accordingly, Matrix would let you associate with as many public 
identities as you’re willing to share (phone number, email address, Facebook, 
Google, and so on), as long as they support the Matrix standard. Otherwise, 
it requires no setup – it’s just like if you were using any consumer messaging 
service’ (Weinberger 2014).

Matrix is an open-source, non-profit project under Apache license, and was 
financed by Amdocs until 2017. Since then, the Matrix team has created its own 
foundation, called ‘New Vector’, that offers consulting services to those who want 
to use hosting services within Matrix or use Matrix for commercial purposes:

We offer help to build bridges between various messaging platforms. If I 

have an enterprise where everyone is using Slack, I can pay huge amounts 

of money to Slack to buy their corporate solutions, or I can pay a couple of 

bucks per month to Matrix to maintain bridges (Matthew Hodgson, Matrix 

lead engineer).

Recently, New Vector obtained funding from an Ethereum startup, and Matrix 
attracted interest from the French government that asked for support in deploy-
ing an internal messenger for civil servants, built on Matrix/Riot.12 As of 16 
September 2019, the team counted sixteen members, eleven of them based in 
London and five in France. They support Android, iOS and Desktop versions. 
Currently there are 5000+ chat rooms registered on Matrix, focused mostly on 
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‘the techno-privacy aware community, computer scientists and normal develop-
ers’, in the words of Matrix’s lead developer.

Unlike LEAP (which will be addressed in the last part of this chapter) and 
Signal, the Matrix team does not take an explicitly political or ideological stand 
and does not aim at providing software for specific audiences with a political 
agenda or engaged in political arenas, such as activists. The creator of Matrix 
positions his team as ‘sort of moderate, really centrist’, and adds:

I am very sympathetic to the human rights issue and privacy but we haven’t 

set up with Matrix to build something like Tor or Signal or Ricochet or any 

of those tools which are optimized very specifically for privacy at all costs. 

Instead we’re trying to do the best we can and be very mindful of it, whilst 

also building an ecosystem that works and is practical (Matthew Hodgson, 

Matrix lead engineer).

Matrix’s creator identifies his position as a kind of ‘liberal pluralism’, which is 
reflected in the very architecture as well as the users of his system. From the 
point of view of the architecture, it is a federated system that bridges a great 
variety of different messaging tools, thus leaving a certain amount of freedom 
to users, allowing them to retain their usual interface, while making it possible 
for them to connect with others. As Matrix’s lead developer points it, Matrix 
is trying to respond to the problems of walled gardens, produced by the quick 
and somewhat ‘chaotic’ development of the messaging ecosystem, especially 
on mobile. As an illustration of his objective, during our interview, he showed 
us his mobile phone with around 10 different instant messaging applications 
(from Wire, Threema, WhatsApp and iMessage to Signal).

In terms of user pluralism, Matrix has a variety of rooms addressing a wide 
variety of subjects, from cryptography and open source, cryptocurrency and 
decentralisation to psychological help, furries, subcultures and fan communi-
ties, left-wing groups and alt-right Donald Trump supporter rooms. Two of 
the main lingering problems for Matrix are managing spam and maintaining a 
decentralised reputation system – issues that, according to Hodgson, are still 
open for research, and need to be supported by a ‘morally neutral’ positioning.
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Within the ecosystem of mail and messaging applications, Matrix identifies 
itself as a compromise, in a positive sense, between centralised and completely 
decentralised systems, that seeks to provide satisfactory security solutions while 
running a partially decentralised system:

Signal is pretty much saying: we’ll run it [Signal] as a centralised service 

therefore we can guarantee its security. Email in the current state has no 

privacy and security but it’s being 100% decentralised. So we’re basically a 

middle-ground approach (Matthew Hodgson, Matrix lead engineer).

For the main developer of Matrix, the relation between decentralisation and 
security is a thorny issue: according to him, ‘the two things definitely pull against 
each other’. He sees email as an insecure system, because of the independence 
of email service providers. In this sense, an attempt to introduce a standardised, 
automatic mail encryption, that could be implemented by various Mail User 

Agents with relatively low resources, could be a possible step against many 
passive attacks. Due to the convergence of interests in this regard, Matrix was 
invited to present its current work at the Autocrypt hackathon in December 
2016; this event gathered different projects that discussed not only email 
encryption but also decentralised reputation and identity systems, such as 
Scuttlebutt. Introducing encryption through headers also becomes a form of 
‘governance’ via federation, between the multitude of mail service providers: 
this kind of governance, unlike Signal, is based on a very detailed specification, 
which could be approved by the galaxy of email service providers who take part 
in the Autocrypt effort.

For Matrix as a decentralised system, the frequency of passive attacks made 
the implementation of end-to-end encryption a crucial step; it was also a specific 
way to establish trust within federated infrastructures, where trust is spread 
across a large number of server administrators:

In decentralised systems, you end up with a large attack surface. If you were 

running a server and I am running a server, and I send a message, the message 

is on both of our servers that means that we have to trust a sysadmin of both 
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of the servers. In a big room with 5000 people, and, say, 1000 servers, you 

have an even bigger problem. If you’re sending something sensitive or private, 

it will be shared across all of the servers. Getting end-to-end encryption is 

critical so that the servers get an encrypted copy of the message rather than 

the real message so that you don’t need to worry about system administrators 

spying on messages (Matthew Hodgson, Matrix lead engineer).

As a federated project, Matrix is deployed on a multitude of servers (accord-
ing to its lead developer, more than 15,000 as of 21 December 2018) that are 
not under the control of the Matrix team. Moreover, as Hodgson explained 
in the interview, each server can have its own privacy settings and policies for 
collaborating (or not) with lawful interception. Thus, self-hosting is promoted 
by Matrix as a way to increase security, in addition to enabling encryption. In 
the case of Matrix, end-to-end encryption was adopted two years after the 
beginning of the project – while, as our research has shown, when a system 
has not been designed with end-to-end encryption from the very beginning, 
the transition is rather slow and difficult. In the case of Wire, originally built 
with no end-to-end encryption, the team had to remove part of the server-
side code that still contained the possibility of a plain text message being 
sent before going fully open source. In the case of a decentralised system, the 
problem of implementation is even harder, as some of the older clients run 
with no encryption and additional steps must be taken in order not to block 
users who use older clients:

So by now it’s an opt-in on a room basis. But once we’re out of beta we’ll 

be turning e2e on by default by every private room, and we’ll have a proxy 

migration path for other clients so that simple clients that know nothing 

about cryptography can easily join and participate (Matthew Hodgson, 

Matrix lead engineer).

The protocol implemented for end-to-end encryption in Matrix is called Olm 
and is a version of the Signal Double Ratchet. Interestingly, while Wire had dif-
ficulties in implementing the Signal Protocol (see Chapter 2), Matrix did not 
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encounter hostility or tensions from the Signal team,13 except for an explicit 
condition to avoid using names or references to Signal (or its predecessor, 
Axolotl). Hodgson attributes the cause of this relatively successful collaboration 
with Signal to the political economy of open source and to the very architecture 
and nature of Matrix, which opens the possibility of bridging a large number 
of other projects:

The difference between us and Wire is that Matrix.org initiative is non-profit 

and entirely open source. The Apache license that we use is aggressively 

permissive […] And I spoke to Moxie and explained what we were doing. 

And he said: you’re crazy, and if it works then go for it, it will be great, but 

you guys have fun doing that and I will keep doing Signal. He does not 

want to persecute us. […] Whereas other companies, which are doing 

proprietary commercial messaging solutions even if some parts of it are 

open source, he [Moxie] will see them as competition. We are more like 

idealistic altruistic hippies who should probably fail while building this 

white elephant of Matrix, and if we don’t it will be a good thing for every-

body including him [Moxie]. So why not support us? (Matthew Hodgson, 

Matrix lead engineer).

Currently, Matrix.org14 is working on minimising the spread of disinformation 
and spam. Indeed, while centralised platforms such as Twitter or Facebook 
are increasingly subject to critique for enabling the spread of disinformation 
and hate speech, federated alternatives, such as Mastodon or Pleroma seem 
to offer some ways to counter or minimise the spread of disinformation, by a 
mix of social and technical moderation by server or instance administrators. 
The Matrix team hopes to address this problem by deploying a reputational 
system and seeks a way for users to filter content by developing a system of 
open and modulable filters. Furthermore, as a response to the increased risk 
of Internet shutdowns in politically unstable regions, such as Belarus, Iran, 
Kirghizstan and others, in June 2020 Matrix released an alpha peer-to-peer 
version of its software, which is not dependent on an Internet connection 
provided by telecom operators.
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Autocrypt: Email encryption as a community-building effort

Email remains stubbornly unencrypted, due chiefly to problems with key 
management. Proprietary closed-source projects offering ‘encrypted email 
solutions’ exist; however, they are not managing to solve the interoperability 
and fragmentation problem. End-to-end encryption in Protonmail, for instance, 
works only if both users have Protonmail installed; this is reminiscent of how 
centralised instant messaging clients work: binding users to specific applica-
tions. Furthermore, users’ awareness of this constraint is unclear; our early-
stage research showed that users do not always know about this particularity 
of Protonmail and think that all Protonmail emails are encrypted by default.

However, email ‘remains the largest open federated identity and messag-
ing eco-system, anchors the web, mobiles and continues to relay sensitive 
information between people and organisations’.15 In the context of centralisa-
tion in the field of IM apps, with telephone numbers being massively used as 
unique identifiers, several initiatives have recently been launched to revive 
encrypted email, such as Autocrypt, pEp, the Google End-to-End project and 
LEAP/Pixelated. These efforts have not yet been finalised or have not reached 
widespread adoption; this process ‘in-the-making’ should be analysed, from an 
STS perspective, as a technosocial, community-building effort that may have 
important consequences for the whole encrypted messaging/mail ecosystem 
as it suggests a ‘(re)turn to federation’ and proposes alternative approaches to 
identity and key management.

Because of its decentralised architecture, automatic email encryption imple-
mentation demands a strong community effort and the enrolment of a multi-
tude of actors (namely, Mail User Agents-MUAs, and email service providers). 
These actors need to agree on the protocol, its documentation and modalities of 
implementation, but also its UI/UX features, logo, funding sources and so on.

Unlike centralised mobile applications for instant messaging, that can impose 
their own protocols (often unstandardised) and try to ‘own’ or capture users 
who interact within the IM app, the federated email ecosystem remains largely 
open. It blurs the borders between users and service providers, as the barrier 
of running a privately-owned email service has become lower, involving more 
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people in the ecosystem. Migration costs from one email server to another 
are also relatively low, and users can shift identities or have several ones. Thus, 
there is fundamentally no way (nor will) to control all of the MUAs and service 
providers at both the technical and ideological levels. However, there are several 
ongoing attempts to create a tool that can connect different actors without cen-
tralising the whole ecosystem – an artefact that Michel Callon would probably 
consider a ‘translation’ tool.

One of the most recent innovations in this field is Autocrypt, a project run 
by an international group of email program developers and crypto enthusiasts 
from the open-source privacy-aware community. An Autocrypt plugin was added 
to the Mozilla Thunderbird email client in August 2019, marking an important 
step for this young project towards greater user adoption. Autocrypt provides a 
possible answer to the problem of key discovery, exchange and key management, 
thus addressing two important challenges: usability and ‘re-decentralisation’. 
Instead of keeping public keys on a centralised public key server (which may 
create vulnerability), and proposing that users retrieve, exchange and verify 
keys by themselves (which may create confusion) Autocrypt puts key material 
in the header of the email.

Usability-wise, this automatic key discovery process helps to solve important 
problems related to key exchange, verification and management. The part of our 
research focused on users showed that they rarely verify keys or can even define 
what a key is. High-risk users tend to verify the authenticity of their contacts 
when they receive notifications on an IM app about the changes in the key mate-
rial, using ‘real-life’ non-cryptographic solutions such as voice calls or contacts 
over social networks. However, this behaviour is rare. And when it comes to 
email, advanced key verification rarely happens. Moreover, as our interviews 
with trainers show, the general tendency in the trainer community is to avoid 
explaining keys during informational security seminars, as ‘the old metaphors 
of padlocks are not really clarifying what’s going on there, and we waste a lot 
of time on it’, as a French trainer from the hackerspace Le ReSet explains. The 
general turn to ‘automatic’ or opportunistic encryption makes the key discovery 
process invisible to the user, and this is seen by several trainers as a positive step 
towards the mass adoption of encryption; McLemon, a cryptotrainer from 
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Austria, points out that ‘having encryption as a default mode means a user does 
not have to learn about all the math beyond the crypto [. This] is the key part 
in making encryption popular’.

The Autocrypt solution addresses the problem of centralised public key 
storage and proposes a new form of coordination or federation of the email 
app developer community, which has been for a long time rather dispersed 
and has not really had a place to ‘meet each other’, in the words of Autocrypt’s 
promoters. In this sense, email headers become instruments of ‘self-governance’, 
communication and coordination of MUAs, leaving a lot of freedom to MUAs 
while providing a standard that helps to keep encryption working across different 
agents. The usability and federation of MUAs are interconnected, as scalability 
is necessary in order for automatic encryption to work, which implies collabora-
tion between the multitude of third-party projects.

In order to work and to be spread widely, Autocrypt relies on the joint 
efforts of professional communities – service providers in one case; mail client 
developers in the other. In short, it relies on the widespread enrolment of email 
app developers. This community-based approach is very different from the 
one offered by Signal-like centralised applications, where the authors of the 
protocol seem to have greater control over the implementations, and various 
implementations do not offer interoperability.

Until recently, Autocrypt was focused on passive attacks only, primarily 
targeting a low-risk audience. However, this has served as only the first step 
towards providing more sophisticated solutions against active attacks and 
targeted surveillance: indeed, the most recent development of Autocrypt 
includes a solution against the active attacks of a network adversary.16 Even 
though Autocrypt initially focused on low-risk users, the Autocrypt motto ‘email 
encryption for everyone’ implies in the longer term a benefit for high-risk users: 
mass adoption of email encryption makes both mass surveillance and targeted 
surveillance more expensive and harder. By now, Autocrypt has been supported 
by an important number of email app developers, and starting in June 2017, the 
Autocrypt specification has been adopted by a new project, Delta Chat, that 
brings the Autocrypt encryption scheme into the field of instant messaging, 
offering interoperability between email and the new instant messenger.
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Delta Chat: Secure messaging over email as an Autocrypt offspring

The Delta Chat secure messaging application is the pioneer of what is now called 
the ‘messaging-over-email’ effort. Similar to Matrix, this project is driven by a 
push for social decentralisation aiming to unbind users from ‘messenger silos’, 
relying on the pre-existing email infrastructure to favour scalability to billions 
of email users. The general effort to reuse the interfaces of existing popular 
messaging apps (inspired by the Telegram and Signal UI) draws from the same 
core principle: avoid creating yet another silo and offer users something they 
already know and are familiar with, in order to minimise migration and to focus 
on protocol upcycling. In the words of Delta Chat’s lead developer, ‘Delta Chat’s 
take is not so much in designing protocols but using existing federation. But of 
course, this in turn, is based on protocols, SMTP/IMAP, OpenPGP and others’.

Delta Chat’s approach to social decentralisation includes specific approaches 
to teamwork and collaboration with other projects – from crypto libraries to 
decentralised file sharing solutions. While it originally started as the ‘lone wolf ’ 
project of German developer Bjoern Petersen, Delta Chat soon joined other 
projects and has gradually become a collaborative effort drawing upon a galaxy 
of communities. Delta Chat claims a strong focus on usability and to that end 
interacts with user groups in various at-risk regions, from Ukraine to Cuba, 
Hong Kong, Taiwan and the MENA region.

Some of the sets of protocols used by Delta Chat are long-term standards 
(SMTP, IMAP, OpenPGP for instance), while others are in active development. 
In terms of protocol governance, one of the fundamental elements of Delta 
Chat that makes it ‘pluggable’ and interoperable with other applications is the 
Autocrypt specification, first released in December 2016 – a set of guidelines 
that ‘describe how e-mail programs negotiate encryption capabilities using 
regular emails’ (Holger Krekel, Delta Chat lead developer).

Several key contributors to Delta Chat have also been active in the Autocrypt 
community and both share a set of practices. Both have been quite ‘loosely coor-
dinated’ with around a dozen active contributors, from developers and crypto 
library designers to UX/usability experts. These contributors, many of whom 
work on a voluntary basis, are mostly decentralisation or crypto enthusiasts, 
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who have known each other from various offline hacker gatherings or online 
discussions and collaborations around email and IM encryption, decentralisa-
tion and certain politically engaged hacker circles, including ‘activist tech col-
lectives’. Moreover, many contributors to both efforts use Internet-Relay-Chat 
(IRC) on freenode, a major gathering point for open-source developments. 
The #autocrypt and #deltachat rooms each have 60–70 participants, and in 
September 2018 Delta Chat had around 5500 posted chat lines. Both efforts 
also use the github.com site and the ‘git’ versioning tool to collaborate, and to 
discuss and review each other’s changes.

Even if the recent funding for Delta Chat provided by the Open Technology 
Fund since July 2018 has stabilised the core team working with Delta Chat, 
many regular and active contributors continue working without any official 
affiliation. Delta Chat seems to share a tacit agreement about certain modes 
of collaboration that avoid reproducing what is understood as the ‘startup 
way’, which attributes fixed roles to team members and establishes hierarchies 
within teams. Instead, the work is organised around a set of main components 
of Delta Chat, such as Core, Desktop, Android and iOS versions, legal and 
licensing efforts, as well as usability and need finding. Currently, Delta Chat 
operates more as a decentralised ‘ecosystem’ than as a messaging app: instead 
of offering a specific solution, it works towards bridging various solutions with 
the aforementioned components of Delta Chat. The priorities for development 
and collaboration are partly informed by fieldwork and constant informal com-
munication with targeted user communities, mainly high-risk journalists and 
human rights activists and NGOs. Interestingly, while some of Delta Chat’s 
development and collaboration decisions are pushed forward by various Delta 
Chat team members out of their personal technical or political preferences, 
others are also driven by the design of the current funding proposal, supported 
by the Open Technology Fund.

Delta Chat is also working with email service provider communities, push-
ing for certain changes, namely, to identify Autocrypt-friendly providers who 
currently support Delta Chat. Indeed, one of the drawbacks of the Autocrypt 
solution is the spam problem, with headers often being read as junk by email pro-
viders. Currently, Delta Chat is deepening its collaboration with activist-oriented 
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email providers to work on new features such as automatic account creation, 
tailored for specific use-cases, for example those involving field missions for 
journalists and activists with self-destroying temporary accounts.

While being essentially a non-for-profit and activist-inspired project, Delta 
Chat aims to be usable by larger user communities. Recently the team has gained 
a Mozilla Public Licence in order to open up collaborations with for-profit actors: 
‘The move to MPL is meant to be more inviting for commercial collaborators 
as it is now easier to incorporate Delta Chat’s core chat/contact and IMAP/
SMTP/Autocrypt implementations in all kinds of offerings’ (Holger Krekel, 
Delta Chat lead developer).

LEAP/Pixelated: An ‘encryption as a human right’ infrastructure for 
providers

As its website sums up, the LEAP project ‘fights for the right to whisper’.17 
Indeed, in a less subdued way than several other projects analysed in this and 
previous chapters, the LEAP project is structured by a political vision, most of 
its members having previously been involved in so-called ‘radical tech collectifs’ 
(see Milan 2013). However, if LEAP’s initial target was high-risk users, the scope 
of the project gradually has come to include a wider audience of Internet users, 
as LEAP frames encryption as a human right:

Like free speech, the right to whisper is a necessary precondition for a free 

society. Without it, civil society and political freedom become impossible. 

As the importance of digital communication for civic participation increases, 

so does the importance of the ability to digitally whisper. LEAP is devoted 

to making the ability to whisper available to all Internet users.18

While Autocrypt engages email app developers and opts for an in-band approach, 
LEAP primarily addresses email service providers. The server-side part of LEAP, 
the LEAP Platform, is also called ‘provider in a box’ and is a ‘set of comple-
mentary packages and server recipes automated to lower the barriers of entry 
for aspiring secure service providers’. The client-side part is called Bitmask, a 
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cross-platform application including a local proxy that a standard email client 
can connect to, and an easy one-click Virtual Private Network (VPN) service. 
Bitmask offers full end-to-end encryption, while public keys are automatically 
discovered and validated. The LEAP project was developed in response to both 
the crisis of email encryption infrastructure, and usability issues that make it 
difficult for users to use encryption without compromising their confidentiality 
and the confidentiality of the people they communicate with.

LEAP’s architecture and protocol design solutions have been forged through 
discussions with other tech collectives, questioning the ‘coherence’ between 
certain types of politics and architectural solutions, namely, anti-authoritarian 
leftist politics and peer-to-peer models. LEAP develops its own philosophy of 
decentralisation, that is far from being an apology for radical decentralisation 
or p2p, and quite clearly suggests that a third way is necessary:

There are three architectural models: centralised, federated and peer-to-

peer. And LEAP came out of a shared understanding […] about the way in 

which people with certain type of politics, with anti-authoritarian politics, 

they bind their politics to a decentralised model and they believe very 

strongly that all of the technology must follow a decentralised model. And 

our critique of that was that there are a lot of technical problems with the 

decentralised model, and that you can’t actually… the politics and the 

tech architecture… there is some correlation but trying to [correlate them 

directly] does not work at all. So for all these reasons and many more we 

were upset with how people from anti-authoritarian politics were mapping 

this directly to a decentralised architecture which we felt had potential but 

there are a lot of hard research problems that are unsolved (Elijah Sparrow, 

LEAP founder).

In response to problems found in both p2p and centralised models, LEAP pro-
poses to initiate a transition of the whole modern encryption ecosystem towards 
open federated protocols – these can also become an important turn in Internet 
governance, as they can become an instrument to redistribute power relations 
and re-decentralise infrastructures, nowadays owned by a minority of big actors:
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We felt that we needed a revival of the 1990s. [The] 1990s were like before 

the craziness of the dotcoms, everything if you wanted to communicate you 

had to use an open protocol that was federated, that was the way everything 

worked. […] We felt that… the time was right to take some of the new 

innovations in the last 20 years and start to turn those into open protocols 

that can be federated and do not lock people… do not chain them to the 

monopoly powers of the Internet, Google, Amazon, Microsoft and Apple… 

(Elijah Sparrow, LEAP founder).

In this sense, LEAP refers to a specific vision of the history of the Internet(s), that 
postulates the existence of a ‘golden age’ of decentralised open protocols (Oram 
2001) – a vision that is controversial within other communities, such as the one 
gathered around Signal. The same kind of ‘nostalgic’ turn to federation has been 
observed among Russian tech and privacy-aware user communities, from the 
growing interest in Matrix.org, to the revival of such formats as XMPP-based 
‘microblogging’ as alternatives to Twitter. However, the early-stage federated 
protocols were accessible only to specific communities of tech-savvy users. 
Nowadays, as ChatSecure’s lead developer noted in a previously cited quote, 
setting up and maintaining federated infrastructures for larger segments of the 
online population is far from easy due to a number of infrastructural, financial 
and human constraints. In this context, one of the main goals of LEAP is to 
spread federation by deploying ‘kits’ of interlaced protocols, sets of packages 
necessary for a quick deployment of a secure infrastructure:

One reason that holds back the federated model is that properly hosting 

secure services on the web now is very difficult, beyond the reach of people 

who do not specialize in keeping their servers secure. So we want to be able to 

encapsulate all the skills and best practices for maintaining an infrastructure 

into an automated suite that allows people with moderate skill to be able to 

do it properly (Elijah Sparrow, LEAP founder).

LEAP is mostly built on existing open federated protocols;19 the contribution of 
the project is understood by its members as the combination of these protocols 
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and their ‘translation’, in Callon’s sense, for easier deployment. LEAP is also 
interacting with other solutions, such as mixnets, in order to solve important 
‘hard’ research problems, including how to keep keys up to date and reduce 
metadata leaks – problems that are, in fact, linked:

Initial key discovery is only half of the problem. The harder half is your 

keys up to date. You have to be constantly refreshing them and that poten-

tially leaking a lot of information. That’s particularly where the metadata 

leaking becomes important. LEAP also works on it [to] build a mixnet 

infrastructure for different purposes – e-voting and email (Elijah Sparrow, 

LEAP founder).

As Conversations, LEAP aims at being ‘backwards compatible’, supporting 
older protocols and older clients without radical transition towards post-PGP 
protocols; it also aims at supporting different encryption protocols; however, 
currently, the only supported protocols are OpenPGP and S/MIME. As a 
consequence, LEAP-based solutions also lack important security proper-
ties, such as forward secrecy. However, this is not inherent to LEAP per se 
but is, more broadly, a problem of the actual state of the email encryption 
ecosystem; as Sparrow points out, it is ‘baked in the OpenPGP as a protocol 
itself ’. LEAP proposes an alternative solution to the lack of forward secrecy 
in OpenPGP, which consists in discarding the encryption and signature 
information once the message is obtained and re-encrypting it in a new 
format. Forward secrecy is inherent to the specifics of mobile and instant 
communication, but the LEAP team argues that email usage is very different, 
including having a different attitude to time and archiving: users do need 
archives in email, whereas disappearing messages are suitable and needed 
for IM communication.

On the client side, LEAP contributes to the development of solutions such 
as Pixelated, an automated mail encryption client which aims at bridging the 
gap in user experience between existing mainstream proprietary solutions and 
open-source tools based on a federated infrastructure with a strong encryp-
tion dimension (‘that’s the goal. Same user experience’, says Sparrow). Indeed, 
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Pixelated is aimed at a specific audience of users with low technical expertise. As 
our interviews showed, this tool has been tested inter alia with a community of 
Brazilian farmers, a radical collective fighting to keep their land.20 As Pixelated’s 
UI/UX designer notices, the client has been developed for conditions of low-
quality Internet connection, and for a user group that has few interactions with 
email and online services in general.

In Pixelated, key verification is invisible for users and happens automati-
cally. When we assisted at the Pixelated usability workshop at the Chaos 
Communication Congress in December 2017 (33c3), it was interesting to 
observe the reaction of its audience (tech-savvy people, frequent GPG users) 
to Pixelated UI/UX. A number of participants remarked that they did not feel 
their emails had been encrypted because they had ‘nothing to do’. To them, 
feeling secure meant the ability to ‘see encryption happening’, possibly with 
additional effort and user involvement; however, being a hosted/cloud solution, 
Pixelated is specifically built to place less trust on the client side. This solution 
turns out to be interesting for specific use-cases, such as journalism and situa-
tions of physical device threat/seizure:

Let’s say you’re a journalist […] If you are travelling and doing reporting 

and crossing borders, your situation changes dramatically. You prob-

ably don’t have a device that’s always in your presence that you may 

trust, and maybe you don’t want to have one. So suddenly it makes 

sense to have a hosted version and to be able to say may be only on a 

temporary basis or on a permanent basis, I am gonna move my trust, 

my most sensitive things like my private keys that unlock my universe 

of communication archive, I’d like to move that to the web. And the 

unique thing about what we’re doing with Pixelated and LEAP is that 

by moving that trust from your personal device to a server, you don’t 

have to change your trust relationship with your email provider (Elijah 

Sparrow, LEAP founder).
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Conclus ions :  Community,  compat ib i l ity, 
customisat ion and care – the four Cs  of 
federat ion

Retracing recent debates on federation in encrypted messaging, this chapter 
has sought to analyse the shaping of federation as both an infrastructural and 
a social experiment. We have seen how, in the different examined projects, 
developers seek to achieve a compromise between high levels of security and 
better usability, in a constant dialogue with ‘ideological’ motivations such as 
distributing responsibilities onto a larger number of actors and offer particu-
lar versions of online freedom, such as giving users the choice of the level of 
autonomy they wish to achieve.

We suggest that a tentative systematisation and conceptualisation of what 
has been seen in this chapter can be attempted with what we will call the ‘four 
Cs of federation’: community, compatibility, customisation and care. We offer 
some conclusions about these four aspects below.

In terms of community, (self)-governance and advancement of federated 
projects implies an important community-driven effort and depends on engag-
ing a variety of service providers and clients into accepting new open protocols 
or new libraries. Communication and consensus among various projects are 
needed in order to be able to advance in a federated environment. The transition 
towards next-generation encryption protocols within federated ecosystems is 
likely to be slow and difficult; however, our research quite clearly demonstrates 
the rise of a powerful and diverse community of interested actors involved in 
a co-production of elements (protocols, packages, libraries and others) neces-
sary to prepare the ecosystem for adopting automatic encryption in federated 
environments. Autocrypt is one of the core examples of such community-based 
efforts, now collaborating with K9, Enigmail, Mailpile and other important 
MUAs and service providers. Conversations (with its underlying OMEMO 
protocol) is another federated project that undertakes important community-
oriented efforts to move the secure messaging ecosystem forward. These efforts 
are recognised across projects: Elijah Sparrow, the leader of LEAP, remarked 
in our interview with him that ‘the guy who wrote Conversations… he has 
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done a lot to adapt XMPP, wrote a good demonstration client, and encouraged 
the servers to support this set. It’s a good example of other “can-be-changed” 
protocols’.

Federation comes with challenges of ‘compatibility’, which we identify as 
its ‘second C’. One of the practical examples of compatibility is the so-called 
‘backwards compatibility’ that makes a harmonious transition from older to 
more recent protocols possible, without blocking or boycotting ‘by design’ 
some of the clients. As seen previously, the field of end-to-end encrypted 
instant messaging applications is highly competitive, with important tensions 
happening among protocol and application developers, implementers and 
open-source community activists. Due to the very nature of centralised and non-
interoperable encrypted IMs that ‘lock users’ (as Sparrow puts it) within a tool 
with specific interfaces and sets of features, IMs compete for users. Email being 
an open federated ecosystem, it is structured by a number of collaboration and 
coordination efforts. However, these are not exempt from tensions and points 
of controversy; besides the difference in the technical approaches of different 
projects, such debates also involve the necessity to enrol an important number 
of email app developers in order to implement and spread their solution and 
being able to secure users.

Federated messaging solutions are currently taking shape as attempts to 
solve several important challenges experienced by contemporary communica-
tion infrastructures: on the one hand, fragmentation of the web and lack of 
interoperability, concentration of power and aggregation of data by centralised 
applications and platforms, and on the other hand, the high sociotechnical entry 
barrier into p2p networks, which necessitates greater expertise and responsibil-
ity from users and better performance of their devices.

This is where the ‘third C’, customisation, comes in. Federation offers users 
the option of choosing among multiple service providers and migrating from 
one server to another without losing their social graphs. The ‘bigger/better’ 
paradigm is thus questioned by federated messengers, whose business models 
do not depend on the number of users or on collecting and aggregating their 
data. In federated projects, users move beyond the role of ‘data workers’, in 
the words of Spanish artist and media philosopher Manuel Beltran;21 smaller 
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user groups appear to be easier to manage, and federated architectures make 
it simpler to customise and localise implementations, adapting them to the 
needs of a specific user community without losing the ability to interact with 
broader networks (by developing bridges, bots or other means to ‘plug’ systems 
to each other). Federation offers space for creativity; small projects proliferate, 
challenging researchers who fail to document all the various implementations 
of a given protocol.

At the same time, implementations of a federated protocol are harder to 
control, and this may create compatibility problems and security vulnerabili-
ties across different instances or clients. A successful development of federated 
communication tools therefore necessitates new forms of organisation and 
decision-making, which is especially challenging for loose, decentralised net-
works. Federated forms of project governance take shape through the variety 
of ways in which protocol documentation is laid out and improved; constant 
negotiations across involved actors; physical, often informal, gatherings and new 
efforts at standardisation. Working standardised or quasi-standardised protocols 
function as instruments of self-governance, communication and coordination 
among actors of federated networks – what Yochai Benkler (2006) has called 
‘coordination without hierarchy’.

However, federation adds a layer of complexity in the governance of IMs as 
sociotechnical networks by introducing new key players, notably the system 
administrators, responsible for the maintenance and growth – the ‘care’ (Denis 
and Pontille 2015) – of federated infrastructures, our fourth and final ‘C’ of fed-
eration. The stability of federated ecosystems depends, as well, on the successful 
enrolment of maintainers, which requires the development of good documenta-
tion and guides with ‘best practices’, and the dissemination of technical expertise 
through offline educational events for future sysadmins.

In federated systems, ‘caring about the plumbing’ (Musiani 2012) is espe-
cially important and acquires an architecture-specific meaning, as no single 
entity can be counted on to maintain the system as a functioning one, but the 
necessity of care is distributed across the multiple sysadmins and other actors 
that manage the different instances in the federation. The growth of federated 
platforms marks a turn towards community-managed ‘safe spaces’, with more 
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power delegated to human moderators (administrators of email or XMPP 
servers in the case of Delta Chat or Jabber, or instances in the case of Matrix or 
Mastodon). This introduces new risks of the re-centralisation of power within 
federated networks (Raman et al. 2019), requiring more research on the role of 
infrastructure maintainers, administrators and moderators, besides the core-set 
of protocol designers.

Among the main challenges of federated messengers are spam and reputa-
tion systems, as well as the discoverability of contacts and content that becomes 
harder without a centralised registry. On federated social networks like Mastodon 
or Matrix, the absence of data aggregation and filtering algorithms is viewed 
as beneficial for users’ privacy. However, it is considered by some researchers 
as a challenge for wider user adoption, because it makes it harder for users to 
discover relevant topics or find other users (Trienes et al. 2018). At the same 
time, federated social networks are seen as a beacon of hope by those categories 
of users whom we call ‘disinformation refugees’ – users who abandon central-
ised social networks, such as Twitter, because they are tired of disinformation 
or hate speech.

At the end of this journey through architectural models in secure messaging 
and their impact on the configuration – social and economic as well as techni-
cal – of encrypted messaging tools, we now turn to examine the ways in which 
actors in the field have attempted to make sense of the ‘mess of messengers’ 
through initiatives of categorisation and classification. In a field at this level of 
maturity, these initiatives contribute to shaping and defining what constitutes 
‘good’ privacy and security, and what constitutes a well-performing ‘concealing 
for freedom’ tool.

Notes

1 https://joinmastodon.org.
2 https://pleroma.social.
3 https://www.chapsterhood.com/2019/03/09/decentralize-or-perish.
4 See, for example, the recent important hack of Matrix.org’s default server (https://
matrix.org/blog/2019/04/11/we-have-discovered-and-addressed-a-security-breach-
updated-2019-04-12).

https://joinmastodon.org
https://pleroma.social
https://www.chapsterhood.com/2019/03/09/decentralize-or-perish
https://matrix.org/blog/2019/04/11/we-have-discovered-and-addressed-a-security-breach-updated-2019-04-12
https://matrix.org/blog/2019/04/11/we-have-discovered-and-addressed-a-security-breach-updated-2019-04-12
https://matrix.org/blog/2019/04/11/we-have-discovered-and-addressed-a-security-breach-updated-2019-04-12
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5 In the federated messaging space, we distinguish two main approaches, that we can 
call ‘protocol innovation’ and ‘protocol upcycling’. Even if innovative protocols are 
built on existing libraries and standards, they tend to narrow interoperability, while 
‘upcycling’ means developing systems that can be reachable via older protocols.
6 See the protocol history section in the Introduction.
7 ChatSecure, and its core developer, have a similar profile and history.
8 https://github.com/signalapp/libsignal-protocol-c.
9 For example, during our observations of Autocrypt usability tests at 33c3 in 
December 2016.
10 https://omemo.top.
11 The actual bot is called Jabbergram; similar bots now exist that bridge Telegram 
to IRC and Matrix.
12 https://matrix.org/blog/2018/04/26/matrix-and-riot-confirmed-as-the-basis-
for-frances-secure-instant-messenger-app.
13 The harshest critique of Matrix.org actually comes from within the XMPP 
community, downplaying Matrix.org’s innovative aspect and considering that they 
‘reinvent the wheel’.
14 https://matrix.org/blog/2020/06/02/introducing-p-2-p-matrix.
15 Autocrypt project background: https://autocrypt.org/background.html.
16 Countermitm: https://buildmedia.readthedocs.org/media/pdf/countermitm/
latest/countermitm.pdf.
17 https://leap.se/en/about-us/vision.
18 Ibid.
19 However, the project also works on new protocols, such as SOLEDAD and 
BONIFIED.
20 The name of the collective was never explicitly mentioned, for security reasons.
21 https://www.youtube.com/watch?v=TtvYipmFoBg.

https://github.com/signalapp/libsignal-protocol-c
https://omemo.top
https://matrix.org/blog/2018/04/26/matrix-and-riot-confirmed-as-the-basis-for-frances-secure-instant-messenger-app
https://matrix.org/blog/2018/04/26/matrix-and-riot-confirmed-as-the-basis-for-frances-secure-instant-messenger-app
https://matrix.org/blog/2020/06/02/introducing-p-2-p-matrix
https://autocrypt.org/background.html
https://buildmedia.readthedocs.org/media/pdf/countermitm/latest/countermitm.pdf
https://buildmedia.readthedocs.org/media/pdf/countermitm/latest/countermitm.pdf
https://leap.se/en/about-us/vision
https://www.youtube.com/watch?v=TtvYipmFoBg
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WHAT IS  ‘GOOD’ SECURITY? 
CATEGORIS ING AND 
EVALUATING ENCRYPTED 
MESSAGING TOOLS

cLassiFications anD categorisations are, to put it in boWKer 

and Star’s (1999) words, ‘powerful technologies’, whose architecture is 
simultaneously informatic and moral and can become relatively invisible as 
they progressively stabilise, while at the same time not losing their power. 
Thus, categorisation systems should be acknowledged as a significant site 
of political, ethical and cultural work. Building upon the variety of differ-
ent architectural and interface formats that we examined in the previous 
chapters, this chapter examines how this ‘work’ by actions of categorisa-
tion and classification happens in the field of encrypted messaging tools.1 
We examine, as a case study, one of the most prominent and emblematic 
initiatives in this regard: the Electronic Frontier Foundation’s 2014 release 
of the Secure Messaging Scorecard. A particular focus is on the debates 
it sparked, and its subsequent re-evaluation and evolutions. We show how 
the different versions of the SMS, as they move from an approach centred 
on the tools and their technical features to one that gives priority to users 
and their contexts of use, actively participate in the co-shaping of specific 
definitions of privacy, security and encryption that put users at the core of 
the categorisation system and entrust them with new responsibilities, while 
at the same time, ultimately warning users that ‘we can’t give you a recom-
mendation’ (Cardozo, Gebhart and Portnoy 2018). We also show how this 
shift corresponds to an evolving political economy of the secure messaging 
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field: instead of a model of ‘one app to rule them all’, new approaches emerge, 
such as those mentioned in Chapter 4, that embrace the freedom of users to 
choose from or use simultaneously a multitude of apps, according to their 
social graphs and contexts.

The EFF  Secure Messaging Scorecard:  The 
shap ing of a ‘community of pract ice ’  through 
categorisat ion

For the Electronic Frontier Foundation (EFF), a digital rights group based in San 
Francisco, the question of what the most secure and usable tools are, in today’s 
diverse and crowded landscape of messaging systems, has been at the core of 
their advocacy work for several years. Their most prominent initiative in this 
regard has been the 2014 release of the Secure Messaging Scorecard (SMS),2 a 
seven-criteria evaluation of ‘usable security’ in messaging systems.

While the 2014 version of the SMS (1.0) displayed a number of apparently 
straightforward criteria – including, but not limited to, encryption of data in 
transit, ability to verify contacts’ identities, available documentation for secu-
rity design assessment, and whether a code audit has happened in the recent 
past – our research shows that the selection and formulation of these criteria 
has been anything but linear.3 This was made particularly evident by the EFF’s 
2016 move to update the SMS. Acknowledging that ‘Though all of those criteria 
are necessary for a tool to be secure, they can’t guarantee it; security is hard, and 
some aspects of it are hard to measure’, the foundation proceeded to announce 
that this was why it was working on ‘a new, updated, more nuanced format for 
the Secure Messaging Guide’.4

Indeed, in a digital world where, as Chapter 2 has shown, the words security 
and privacy are constantly mobilised with several different meanings – even 
within the same debates and by a priori alike actors, and even more so when 
profiles of needs and adversaries vary – it seems relevant, so as to shed light on 
yet another facet of the making of encryption, to take SMS’s first release as a case 
study. We can see its subsequent discussions and renegotiations as processes 
that destabilise, negotiate and possibly restabilise particular definitions of 
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security, of defence against surveillance and of privacy protection. This chapter 
intends to show that initiatives such as the SMS and the negotiations around 
the categories that are meaningful to qualify and define encryption are in fact 
contributing to shape what makes a ‘good’ secure messaging application and 
what constitutes a ‘good’ measurement system for assessing (usable) security, 
able to take into account all the relevant aspects – not only technical but also 
social and economic. In addition to the fieldwork and interviews that are the 
basis for previous chapters of this book, the present chapter particularly relies 
on three in-depth interviews with current or past EFF personnel, conducted in 
November and December 2016. These are the person in charge of the first SMS 
(R1), the coordinator of the second SMS (R2) and the trainer and coordinator 
of the EFF Surveillance Self-Defense Guide (R3).

As Geoffrey Bowker and Susan Leigh Star remind us in their seminal work 
Sorting Things Out (1999), issues such as the origin of categorisation and clas-
sification systems, and the ways in which they shape the boundaries of the 
communities that use them, have been an important preoccupation for the 
social sciences in the last century. STS scholars in particular have explored these 
systems as tools that co-shape the environments or the infrastructures they seek 
to categorise and have addressed their particular status as both a ‘thing and an 
action’, having simultaneous material and symbolic dimensions (Bowker and 
Star 1999: 285–286). As this chapter will show, the EFF’s attempt to define an 
appropriate categorisation system for assessing the quality of secure messaging 
tools is indeed simultaneously a thing and an action, co-shaping the world it 
seeks to organise.

From an STS perspective, classification and categorisation processes are 
strictly linked to the shared perception different actors are able to have of them-
selves as belonging to a community. In many cases, these processes highlight the 
boundaries that exist between communities and constitute the terrain where 
they might either move closer or drift further apart:

Information technologies used to communicate across the boundaries of 

disparate communities […] These systems are always heterogeneous. Their 

ecology encompasses the formal and the informal, and the arrangements 
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that are made to meet the needs of heterogeneous communities—some 

cooperative and some coercive (Bowker and Star 1999: 286).

Categorisation processes, as Goodwin (1996: 65) reminds us, are meant to 
‘establish […] an orientation towards the world’, to construct shared meanings 
within larger organisational systems.

Borrowing from Cole (1996: 117), Bowker and Star point out that the 
categories produced by such processes are both conceptual (as they are 
resources for organising abstractions, returning patterns of action and change) 
and material (because they are inscribed, affixed to material artifacts). The 
act of using any kind of representation, from schematisation through to sim-
plification, is a complex achievement, an ‘everyday, [yet] impossible action’ 
(Bowker and Star 1999: 294) that is, nevertheless, necessary to become part 
of a ‘community of practice’ (Lave and Wenger 1991), or in Becker’s words, 
a set of relations among people doing things together (Becker 1986). The 
community structure is constituted by ‘routines’ and ‘exceptions’ as identified 
by the categorisation system – the more the shared meaning of this system is 
stabilised among the members of the community, the more the community 
itself is stabilised as such:

Membership in a community of practice has as its sine qua non an increasing 

familiarity with the categories that apply to all of these. As the familiarity 

deepens, so does one’s perception of the object as strange or of the category 

itself as something new and different (Bowker and Star 1999: 294).

We will see how, in the highly unstable environment of the EFF’s initial attempt 
to categorise secure messaging tools with a view to providing guidance on their 
quality, the embryo of a community of practice started to emerge. At the same 
time, it went beyond – and revealed the manifold points of friction between – 
the relatively homogeneous group of cryptography developers, to include users 
of different expertise, trainers, civil liberties and ‘Internet freedom’ activists.

Classifications and categorisations, despite their embeddedness in working 
infrastructures and consequent relative invisibility, should be investigated as a 
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significant site of political, ethical and cultural work (Bowker and Star ibid.: 
319) – three aspects that our analysis of the SMS negotiations will unfold. In 
these three respects, categories are performative (Callon 2009): the reality of 
the everyday practices they subtend reveals that, far from being ‘enshrined […] 
in procedures and stabilized conventional principles that one merely needs 
to follow in order to succeed’ (Denis 2006: 12, our translation), they actively 
participate in the construction of the relation between the different actors that 
have a stake, or a role, in the categorised environment; categories, from this 
perspective, are one of the components of a complex network of actors and 
technologies.

The Secure Messaging Scorecard 1 .0 and the 
unve il ing of ‘actual secur ity ’

In November 2014, the EFF released its Secure Messaging Scorecard. The 
SMS was announced as the first step of an awareness campaign aimed at both 
companies and users – a tool that, while abstaining from formal endorsement 
of particular products, aimed to provide guidance and reliable indications that 
‘projects (we)re on the right track’, in an increasingly complex landscape of 
self-labelled ‘secure messaging products’, in providing ‘actual […] security’.5 
According to R1, ‘We tried to hit both audiences, we wanted to provide informa-
tion for users and we also wanted to encourage tools to adopt more encryption 
to do things like release source code or undergo an audit’.

Overcoming the security vs usability trade-off

The EFF closely linked the SMS initiative to the Snowden revelations, mention-
ing that while privacy and security experts had repeatedly called on the public 
to adopt widespread encryption in recent years, Snowden’s whistleblowing on 
governments’ ‘grabbing up [of] communications transmitted in the clear’ has 
made widespread routine adoption of encrypting tools a matter of pressing 
urgency. R1 suggests that the need for such a tool came out of a need expressed 
by the general public:
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It kind of came out of conversations at EFF […we] got a lot of queries with 

people asking which messaging tools they should use. So there have been a 

couple of projects in the past, like the guide ‘Who has your back’, a project 

that is a sort of scorecard of Terms of Service and how companies handle 

data, that’s where the idea came from… try to use the same approach to 

put information out there that we thought was useful about different mes-

saging tools. (R1)

In the EFF’s view, adoption of encryption to such a wide extent ‘boils down 
to two things: security and usability’. It is necessary that both things go 
hand in hand, while in most instances, the EFF observes a trade-off between 
the two:

Fig. 5.1 The Secure Messaging Scorecard, version 1.0.
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Most of the tools that are easy for the general public to use don’t rely on 

security best practices – including end-to-end encryption and open source 

code. Messaging tools that are really secure often aren’t easy to use; everyday 

users may have trouble installing the technology, verifying its authenticity, 

setting up an account, or may accidentally use it in ways that expose their 

communications (R1).

Citing collaborations with notable civil liberties organisations such as ProPublica 
and the Princeton University research Center on Information and Technology 
Policy, the EFF presents the SMS 1.0 as an examination of dozens of messag-
ing technologies ‘with a large user base – and thus a great deal of sensitive user 
communication – in addition to smaller companies that are pioneering advanced 
security practices’, implicitly involving both established and emerging actors, 
with arguably very different levels of security and usability, in the effort. The 
visual appearance of the SMS is presented in Figure 5.1: a simple table listing 
specific tools vertically and the seven classification criteria horizontally. These 
are the following:6

1. Is your communication encrypted in transit?
2. Is your communication encrypted with a key the provider doesn’t 

have access to?
3. Can you independently verify your correspondent’s identity?
4. Are past communications secure if your keys are stolen?
5. Is the code open to independent review?
6. Is the crypto design well-documented?
7. Has there been an independent security audit?

The table includes intuitive symbology and colours to account for the presence 
or the lack of a requirement, and a filter giving the possibility of displaying only 
specific tools or getting a bird’s-eye-alphabetised-view of all the examined tools.

Thus, as we can see, the political and ‘quasi-philosophical’ rationale behind 
the SMS was clearly presented. It is interesting to acknowledge, in this context, 
that the ‘Methodology’ section in the presentation page was very matter of fact. 
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It presented the final result of the categorisation and criteria selection process, 
but EFF provides very little information on the thought processes and negotia-
tions that led to the selection. The page states, ‘Here are the criteria we looked 
at in assessing the security of various communication tools’, and proceeds to 
list them and the definitions used for the purpose of the exercise.

Yet, as researchers exploring the social and communicational dimensions of 
encryption from an STS perspective, we hypothesised that selecting and singling 
out these categories had been anything but linear, and that the backstage of 
these choices was important to explore – not merely to assess the effectiveness 
of the SMS, but also as a way of exploring the particular definition of encryption 
and security the EFF was inherently promoting at it was pushing the project 
forward. Indeed, it seemed to us that by fostering the SMS project, and due to 
its central role as an actor in the preservation of civil liberties on the Internet, 
the EFF was not merely acknowledging and trying to accumulate information 
about a ‘state of things’ in the field of encryption and security; rather, it was 
contributing to shaping the field, with the categories chosen to define ‘actual’ 
or ‘usable’ security being a very important part of co-producing it.

An ongoing reflection on the ‘making of ’ the criteria

While the SMS’s main presentation page focused on the criteria in their final 
form, there were some indications of the EFF’s ongoing reflections on the 
‘making of ’ such criteria, and of their online presence. A post in early November 
2014 by chief computer scientist Peter Eckersley, ‘What Makes a Good Security 
Audit?’, acknowledged that the foundation had ‘gotten a lot of questions about 
the auditing column in the Scorecard’ (Eckersley, 2014). Eckersley proceeded 
to explain that obtaining knowledge about how security software had been 
reviewed for ‘structural design problems and is being continuously audited for 
bugs and vulnerabilities in the code’ was deemed as an essential requirement, 
but it was also recognised that the quality and effectiveness of audits themselves 
could vary greatly and have significant security implications. This in turn, he 
suggested, opened up discussions that eventually led to the inclusion of three 
separate categories accounting for the process of code review (regular and 



191

What is ‘gooD’ security? 

external audits, publication of detailed design document and publication of 
source code) (Eckersley, 2014). Despite the fact that methodologies for code 
audit vary, Eckersley gave examples of fundamental vulnerabilities that a ‘good 
code audit’ may decrease. The code audit criteria thus refer to other systems of 
classifications, such as the CVE (Common Vulnerabilities and Exposures), an 
international standard for Informational Security Vulnerability names.7 Other 
‘Notes’ attached to some of the criteria are indicative of backstage negotiations, 
as they mention ‘compromises’ both on forward secrecy (encryption with 
ephemeral keys, routinely and permanently deleted after the communication, 
a ‘hybrid’ version of which is accepted ‘for this phase of the campaign’) and on 
the source code’s openness to independent review (‘only require[d] for the tool 
and not for the entire OS’).8

In parallel, musings on the SMS came from several actors in the encryption/
security community at large. Some criticised the lack of hierarchy among the 
criteria, the phrasing of some of them and even the messaging tools’ alphabetical 
ranking.9 Others conducted alternative reviews of tools included in the SMS and 
questioned their quality, despite the fact that they had been scored positively 
on the EFF grid (Hodson and Jones 2016). Yet others concluded that the EFF 
was being ‘pushed to rethink’ the SMS (Zorz 2016). Indeed, relying on these 
documentary sources, it seems that reflections within the EFF on the quality of 
the SMS categories and their possible alternatives and evolutions, and, on the 
other, more or less constructive external criticisms of these same aspects, took 
place in parallel and paved the way for a subsequent version of the tool – all the 
while shaping ‘good’ security and ‘good’ encryption, as well as how users and 
developers could grasp what this meant.

In early August 2016, these reflections seemed to have reached a turning point 
as the EFF ‘archived’ its SMS main page, labelling it a ‘Version 1.0’, and announced 
it would be back in the near future with a new, improved and ‘more nuanced’ 
guide to encryption tools, explicitly referencing the ongoing revisions that had 
characterised and were still characterising their categorisation work: ‘Though 
all of those criteria are necessary for a tool to be secure, they can’t guarantee it; 
security is hard, and some aspects of it are hard to measure’ (Figure 5.2).10 It 
also anticipated that the term ‘scorecard’ would be dropped in favour of ‘guide’.
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What did the first SMS do? Performativity and performance of a 
categorisation tool

And thus, Version 1.0 of the SMS was no more, except in the form of an archive 
preserved ‘for purely historical reasons’ of which the EFF itself discourages 
further use.11 Nonetheless, our interviews with EFF members and with security 
trainers in several European countries – as well as the fact that the EFF decided 
to leave the SMS visible to the public while putting it in context – demonstrate 
that the first SMS did a lot of things to and for the encryption and security 
community, and contributed to shaping the field itself.

Indeed, the first SMS appears to have had a performative effect on the com-
munity: the EFF has a central role as a protector of online civil liberties and 
setting up a scorecard in this field was a pioneering effort in its own right. In 
an otherwise mostly critical discussion thread among tech-savvy users,12 it was 
recognised as such (‘The EFF scoreboard carries the embryo idea of a global 
crypto discussion, review, comparison and knowledge site that could also serve 

Fig. 5.2 Secure Messaging Scorecard main page between August 2016 and its 
withdrawal in 2018 (https://www.eff.org/secure-messaging-scorecard).

https://www.eff.org/secure-messaging-scorecard
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as a great resource for non-crypto people and students to learn a lot about that 
field’), and most interestingly, it led the encryption technical community to be 
reflexive about itself and its own practices.

There were a number of reasons for this reflexivity. The first was because 
a ‘hybrid’ organisation – EFF includes some technical people but also indi-
viduals with a number of other profiles – spearheaded this effort (‘Isn’t it 
a bit strange that a small organisation of non-computer scientists produce 
something that was painfully missing for at least 50 years?’). The second was 
because it prompted reflection on parallel categorisation efforts that may 
better respond to what the technical community sees as ‘good security’. As 
one contributor put it:

The highly valued information you and other experts are dropping […] 

should be visible in a place that collects all that stuff and allows for open 

discussion of these things in the public, so people can learn to decide what 

security means for them. If such a thing exists, please show me. If not, please 

build it.

Indeed, by its very creation, the SMS caused a reaction in the developer com-
munity, making them wonder whether a categorisation effort of this kind was 
worthwhile, including the EFF’s particular efforts. Despite the flaws they saw in 
the scorecard, developers seemed to perceive EFF as a sort of standardising or 
trend-setting body; they knew that many users would rely on the SMS if they 
perceived it to be the advice of EFF, in part thanks to some of the other initia-
tives aimed at bridging technical soundness and user-friendliness, such as the 
‘crypto usability’ prize.13

Interestingly, and despite the EFF’s announced intentions, we can retrace 
some early ambiguity and perhaps confusion about the SMS’s intended target 
audience. The simplicity and linearity of the grid, the symbols used, the way 
categories were presented – each of these aspects could indeed lead the encryp-
tion technical community to think that it was aimed at both developers and users 
(confirmed earlier by R1, as well), and perhaps primarily at users. However, there 
are other indications that it might have been the other way around – in which the 
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primary target would be fostering good security practices among a wide number 
of developer teams, with usability being a subsequent target. According to R2,

what motivated us to make the scorecard, is to survey the landscape of secure 

messaging and to show developers: ‘look that’s what we think is important. 

So you should use all these things to make a truly secure tool’, and then we 

can get to the usability part.

And later, even more clearly:

Originally the target of the SMS was not users, telling users ‘you should use 

Signal or you should use something else’. […] It was… we were trying to 

make a grid so that developers could see ‘ok I need to get this and this to 

check all the boxes’. But it backfired….

So, it appears that one of the core things the SMS did was to prompt practices 
by end users that to some extent escaped the EFF team’s intentions and control: 
intended as an indicative checklist for developers, the SMS actually assumed the 
shape of an instruction tool for users and cryptography trainers – a ‘stabilised’ 
and defining artefact, when in fact it was anything but.

Ultimately, and despite the EFF’s warnings,14 developers appeared worried 
that the SMS and its set of criteria would appear to guidance-seeking users as 
a performance standard that tools should achieve in order to qualify as ‘good 
encryption’. Take, for instance, this comment by ‘tptacek’ on Hacker News:

Software security is a new field, cryptographic software security is an even 

newer field, and mainstream cryptographic messaging software is newer still. 

The problem with this flawed list is that it in effect makes endorsements. 

It’s better to have no criteria at all than a set that makes dangerously broken 

endorsements.15

This concern is echoed by EFF, with R2 pointing out during our interview how 
the organisation became worried about the SMS’s use as an endorsement, or a 
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standard, especially by those users whose physical safety actually depends on 
the security of their communications – those user profiles we defined as ‘high 
risk’ in Chapter 1. Indeed, the effect of SMS 1.0 on ‘real life’, relating both to 
how it was engineered and presented, appears as one of the primary motivations 
to move towards a second version, as we will explore further in the following 
section of this chapter.

‘ S ecur ity i s  hard to measure ’ :  Rev i s it ing the SMS , 
(re-)  def in ing secur ity

In the interviews we conducted with them, EFF members describe how, since 
the early days of the SMS’s first version, there had been an ongoing process of 
thinking back to the different categories. Taking into consideration what actors 
in the encryption community considered ‘errors’ (shortcomings, misleading 
presentations, approximations, problematic inferences), and revisiting their 
own doubts and the selection processes used during the making of 1.0, the EFF 
team started to analyse how the choice of these categories contributed towards 
building specific understandings of encryption and security. With this in mind, 
they started to consider how the categories could evolve – and with them, the 
definitions of ‘good encryption’ and ‘good security’ they presented/suggested 
to the world.

Questioning the grid: Incommensurability of criteria and the ‘empty tier’

A first, fundamental level at which the reflection took place concerned the choice 
of the format itself. The feedback on the first version of the SMS revealed that 
in the attempt to be of use to both developers and users, the scorecard might 
have ended up as problematic for both:

We got a lot of feedback from security researchers who thought that it was 

far too simplified and that it was making some tools look good because they 

have hit all the checkmarks even though they were not actually good tools. 

So we ended up in a little bit in between zone, where it was not really simple 
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enough for end users to really understand it correctly, but it was also too 

simple from an engineering standpoint (R1).

But in the making of the second version, according to R2, they wanted ‘to 
make sure […] that we can put out something that we’re confident about, that 
is correct and is not going to confuse potential users’. Especially in light of the 
meanings that users bestowed upon SMS 1.0, a key question arose: was a grid 
the most useful and effective way to go? Perhaps the very idea of providing cri-
teria or categories was not suitable in this regard; perhaps the updated project 
should not take the form of a grid, to avoid the impression of prescription or 
instruction to users that may previously have been given by ‘cutting up’ such a 
complex question into neat categories. As R2 explained, while discussing the 
possibility of creating a second version of the scorecard,

we are definitely abandoning the sort of grid of specific check boxes […] 

A table seems to present cold hard facts in this very specific way. It is very 

easy to be convinced and it’s very official […] we are definitely going 

towards something more organic in that way, something that can capture 

a lot more nuance. […] there’s a lot more that makes a good tool besides 

six checkmarks.

As both R1 and R2 suggest, we see how this intended additional ‘nuance’ was at 
some point being created not by eliminating categories, but by revisiting them. 
A suitable second version of the SMS may have divided the messaging tools in a 
set of different groups – R2 calls them ‘tiers’: the first group would include tools 
recommended unconditionally, whereas the last group would convey an ‘avoid 
at all costs’ message (e.g. for those tools that have no end-to-end encryption 
and present clear text on the wire). Within each group the tools would again be 
presented alphabetically, and not internally ranked; however, instead of visual 
checkmarks, each of them could be accompanied by a paragraph describing 
the tool in more detail, specifically aimed at users. As R2 comments, ‘this is 
essentially so that we can differentiate [between tools] … because we realize 
now that users are using this guide…’. And R1 suggests that it is also for the 
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benefit of diverse user groups, with different levels of technical awareness: ‘the 
goal is for people who are looking on the scheme on a very high level [to] say 
these tools are the best, these are bad, and there will be a slightly more nuanced 
explanation for people who really want to read the whole thing’.

Interestingly, the EFF team declared to us in early 2017 that, if the tiered 
model was going to be used, there were plans to keep the first tier… empty. 
This had strong implications for the definition of good encryption and security, 
basically implying that an optimal state has not yet been achieved in the cur-
rent reality of the secure messaging landscape, and as of yet, a mix of usability 
and strong security is still an ideal to struggle for. One of our interviewees, for 
instance, commented that there is currently no tool that provides sufficient 
levels of insurance against a state-level adversary. Interestingly, the feeling that 
a ‘perfect tool’ is lacking has found its graphical representation in drawings 
collected as part of our fieldwork (see Chapter 1, Figures 1.2, 1.3, 1.4). The 
new SMS would convey the message that nothing is actually 100% secure and 
make users aware of the fact that there is no ‘perfect tool’, yet it can still be 
recommended without reservation. R2 gave us practical examples of why the 
team came to this conclusion, citing WhatsApp’s practices of data sharing with 
Facebook (its parent company) or Signal’s reliability problems for customers 
outside the United States.

In passing, the EFF team was defining what, according to them, would ideally 
be a ‘perfect’ secure messaging tool: end-to-end encrypted, but also providing 
a satisfactory level of protection from the risks of metadata exploitation, which, 
as we saw in Chapter 1, is still the core theoretical and practical issue for the 
developers of secure messaging tools. The emptiness of the tier represented a 
strong message to begin with, but was of course bound to evolve:

If a tool got pretty close, and did not provide perfect protection against 

metadata analysis, we still might put it up in that tier and say look, these 

people have made a really strong effort […] But so far, it is going to be 

empty. Just to emphasize that there’s still plenty of distance for tools to go, 

even the best ones.
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Thus, the EFF was not planning to skip its ‘recommender’ function which was at 
the core of the first version of the SMS; however, as we will see later in more detail, 
the focus was going to be placed on contexts of use and on the different ‘threat 
models’ of various user groups. Thus, weaknesses ‘may not be shown in a check-box’.

The graphic and spatial organisation of the second version of SMS was 
planned to radically differ from 1.0’s table. First of all, moving from a table to 
a list implies a different way of working with the information and undermines 
the idea of a direct, linear and quantified comparison offered by the table. A list 
of tiers with nuanced descriptions of different apps and their properties offers 
room for detailed and qualitative explanations, while tables tend to put different 
tools on the same surface, thus creating an illusion of commensurability and 
immediate quantified comparison. As R2 says: ‘It’s […] definitely not gonna 
be a table […] it will be more like a list: here is the first group, here’s the next 
group, here’s the next group, here’s the group you should never use’.

The idea of ‘filters’ adds a certain degree of user agency to the classification 
of tools: the lists become modulable as users may set up a criterion that could 
graphically reorganise data, providing cross-tier comparisons. This offers a dif-
ferent way of classifying the data and ‘making sense of it’, compared to a table. 
The latter is, as Jack Goody puts it, a graphically organised dataset with a struc-
ture that leaves little room for ambiguity, and as such becomes an instrument 
of governance (Goody 1979).

Another problem posed by the grid format, that the new version of the SMS 
sought to address, was the projected equivalence of the different criteria, from 
the open-source release of the code to its audit and the type of encryption. The 
‘checklist’ and ‘points’ system created the impression of an artificial equality 
between these criteria, and therefore led to the idea that one can ‘quantify’ the 
security of a given tool by counting points. In fact, the presence of some criteria 
rather than others, or the degree to which they are implemented, may result in dif-
ferent impacts on security and privacy, in particular for users in high-risk contexts:

[If you were] someone who does not know anything about crypto or security, 

you would look at this scorecard and would say, any two tools that have, 

say, five out of seven checkmarks are probably about the same [while] if… 
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one of those tools actually had end 2 end encryption and the other did not, 

even though they both had code audit or the code was available, or things 

like that, their security obviously isn’t the same. [The SMS 1.0] artificially 

made the apps that were definitely not secure in the same way look secure. 

And we were worried it was putting particular users whose safety depends 

on… you know users in Iraq or in Syria, in Egypt, where their security of 

their messages actually affects their safety.

The EFF team also realised that some developers and firms proposing secure 
messaging tools had, while presenting their tools, ‘bent’ the 1.0 grid to their own 
advantage – more precisely, they had presented a high conformity to the SMS as 
a label of legitimacy. Again, R2 emphasises that this was a problem particularly 
in those cases when users lack the technical background or expertise to build 
their own hierarchy of the criteria’s relative importance, according to their needs 
or ‘threat model’ (see Chapter 1).

In 2017, a piece of research on user understanding of the SMS, authored by 
Ruba Abu-Salma, Joe Bonneau and other researchers with the collaboration of 
University College London, showed that indeed, users seem to have misunder-
stood the 1.0 scorecard in several respects. Four out of seven criteria raised issues: 
‘participants did not appreciate the difference between point-to-point and e2e 
encryption and did not comprehend forward secrecy or fingerprint verification’ 
(Abu-Salma et al. 2017b), while the other three properties (documentation, 
open-source code and security audits) ‘were considered to be negative security 
properties, with users believing security requires obscurity’. Thus, the assess-
ment concluded, ‘there is a gap not only between users’ understanding of secure 
communication tools and the technical reality, but also a gap between real users 
and how the security research community imagines them’ (ibid.).

‘Not everyone needs a bunker’! From a tool- to a context-centred approach

The additional expertise needed by the user to understand the difference 
between various criteria and their importance emerged as a crucial flaw of the 
first version of the grid. One of the keys for a ‘new and improved’ SMS, thus 
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seemed to be the fact of taking user knowledge seriously, as a cornerstone of 
the categorisation: for it to be meaningful, users needed to identify and analyse 
their respective threat model, i.e. identify, enumerate and prioritise potential 
threats in their digital environment. R3 remarked that this is one of the core 
objectives of EFF in several of its projects beyond the revision of the SMS, and 
noted that there are no direct tools to indicate what threat model one has, but 
users need to uncover the right indicators in their specific contexts of action:

We’re not answering what someone’s threat model is, we just help guide 

them in their direction of what to read. We can say like journalists might 

have good secure communication tools that they might wanna protect their 

data, but we can’t say how much of a threat any journalists are under because 

different journalists have different threats.

Furthermore, R2 pointed out that the same wording used to identify a particular 
threat might have very different meanings or implications depending on the 
profile of the user who utters it and on the geopolitical context she operates in: 
‘there’s still a difference between “I am worried of a state-level actor in Syria” 
versus “I am worried of a state-level actor in Iran” versus China versus US’. In 
this regard, the more ‘qualitative’, descriptive nature of the new SMS should be 
useful to trigger the right reflexes.

In the absence of a universally appropriate application, the new SMS should 
take the diversity of the users – and the corresponding diversity of their threat 
models – as a starting point. R2 again resorted to specific case-examples to illus-
trate this point, citing Ukrainian war correspondents and ‘hipster San-Francisco 
wealthy middle-class people’ as opposites in terms of needing to worry about 
the relationship between their safety and the security of their messages. Helping 
individuals to trace their profile as Internet users, and the different components 
of their online communication practices, would be a first step towards identify-
ing the threat model that best corresponds to them:

Not everyone has to put on a tin foil hat and create an emergency bunker. 

Lots of people do, but not everybody. I think that would be great to have an 
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[ideally secure] app but since it’s not there I think it’s useful to tailor things, 

tailor the threat model.

If for the user the choice of a strong secure messaging tool is in this vision 
strictly linked to the understanding of his or her threat model, for its part the 
EFF acknowledges that just as there is no universally appropriate application, 
the same applies to the definition of what constitutes ‘good’ encryption – ‘good’ 
security and privacy. Beyond the strength of specific technical components, 
the quality of being ‘secure’ and ‘private’ extends to the appreciation of the 
geographical and political situation, of the user’s knowledge and expertise… 
of whether privacy and security are or not a matter of physical and emotional 
integrity, which can only be contextually defined and linked to a particular 
threat model. A high-quality secure messaging tool may not necessarily always 
be the one that provides the greatest privacy, but the one that empowers users 
to achieve precisely the level of privacy they need.

Comparing with other categorisation systems

The efforts to revise the SMS could not, for the EFF team, do without a com-
parison with other categorisation systems. On one hand, the new version of the 
SMS would interact with the Surveillance Self-Defense Guide, developed by the 
EFF itself and destined for the purpose of ‘ defending yourself and your friends 
from surveillance by using secure technology and developing careful practices’.16 
Indeed, the contextual approach to users’ needs and threat models appears to 
be dominant in this project: in stark contrast to the technical properties-based 
criteria of the first SMS, on the guide’s home page, a number of ‘buttons’ intro-
duce the reader to different paths of privacy and security protection depending 
on… user profiles and ‘ideal-types’ (Figure 5.3). The revised SMS should have 
partaken in this shift.

According to R3, this approach based on facilitation, induction and person-
alisation is informing more broadly the recent EFF efforts, and goes back to 
identifying the right level of relative security for the right context:
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We don’t distinguish threat models; we give tools to help users figure out 

what are their threat models. […] I still would not say we were putting an 

answer to the question out there. The key to the guide that we’ve created is 

that we want people to start with understanding their own personal situation.

The EFF was also looking at categorisation systems in the same field produced by 
other actors – acknowledging that SMS 1.0 has been, in turn, an inspiration for 
some of them and that there seems to be a need, generally identified in the field, 
for tools to provide guidance in the increasingly complex landscape of secure 
messaging.17 R1 engaged in dialogue with several organisations which had the 
same kind of categorisation projects ongoing or were considering establishing 
one. A few of these organisations explicitly acknowledged that they were drawing 
ideas and concepts from the first version of the SMS, but re-elaborating it, which 
EFF considered a positive thing. Both R1 and R2 refer in particular to the similar 
effort by Amnesty International in 2016,18 and while R1 acknowledges that

Fig. 5.3 Sample of ‘user paths’ on the SSD home page as of early 2017. These ‘user 
profiles’ have as of 2019 been turned into a ‘Security Scenarios’ menu (https://ssd.
eff.org/en)

https://ssd.eff.org/en
https://ssd.eff.org/en
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they were really trying to produce something very simple and consumer-

based and I think they did that, their report was much easier to digest for 

the general public’, R2 mentions how ‘I feel they suffer a lot from the same 

problem that Scorecard had, which is they […] rely on a single number, they 

gave this score, like 90.5 points out of a 100 [and] you can’t reduce security 

down to a single number.

The alternative, user-centred approach arose not only as a result of internal reflec-
tions on the first version of SMS, but also in relation to how parallel categorisa-
tion attempts were performed by other actors promoting online civil liberties. 
This includes informational security trainers and their recent pedagogical shift 
from tools to threat model evaluation, as described in Chapter 1.

Conformity to criteria: Evidence-seeking, evidence-giving

A final set of evolutions was meant to move beyond the building of the cat-
egorisation system itself. It aimed to question how EFF would request proof 
of the different secure messaging tools’ conformity to their guidance, and how 
this evidence would subsequently be provided by the developers of the tools, 
as well as the encryption/security community at large. Indeed, one of the early 
criticisms of the first SMS did not have to do with the format of the grid, but 
concerned the opacity of the ways in which its ‘binary’ recommendations were 
evidence-supported.

In SMS 1.0, ‘green lights’ had sometimes been awarded for specific criteria 
as a result of the private correspondence between R1 and the developers, says 
R2: ‘He would just email […] sometimes he knew who was the developer but 
most cases it was just like contact @…’. The subsequent version of the SMS 
would thus adopt a more transparent approach and encourage display of public 
evidence from the developers, the lack of which may be a deal-breaker:

This time around we are not going to accept as proof of any criteria any 

private correspondence. If an app wants to get credit for something, it has 

to publicly post it somewhere. I mean, we may be contacting developers to 
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encourage them to publicly post it. […but] we don’t want to have to say, ‘well, 

we talked to them’. We want to say they are publicly committed to it. (R2)

In particular, one of the criteria that had raised more objections in terms the 
evidence provided was the review of the code – a developer, contributing to 
the previously-mentioned SMS-focused Hacker News discussion thread, asked: 
‘What does “security design properly documented” even mean?’. The EFF did 
not have sufficient resources to review the code line by line, and for several of the 
tools the code was not available, which is why the ‘external audit’ criterion was 
added. The lack of resources to dedicate to this task continued to be a problem, 
one more reason why, in the second phase, the EFF meant to concentrate on 
what app developers made public via their official communication channels. In 
parallel, the criterion calling for an independent audit – which, as we recall, had 
elicited a lot of internal methodological reflection since the beginning – was 
no longer meant to have a place in the second version of the SMS, once again 
because of evidence-seeking requirements and their material and human costs. 
As R1 pointed out, ‘the cost of really doing a crypto audit of a tool is really high. 
The audit of 40 tools would have taken an entire year for me. So we just did 
not have the resources’. Interestingly – and while he agrees that the criterion 
needs to be dropped as such – R2 points out that several companies do their 
own audits, and the fact that they keep the results private does not necessarily 
affect their quality:

There are companies like Apple or Facebook […] it’s almost certain they’re 

doing an audit with an internal team so they will not release it publicly. It 

does not necessarily mean that the internal team did not do a good job. […] 

For that reason we feel like the whole audit category does not do a lot. But 

we are going to still include if the code is open for an independent review 

because we think that’s important [for some threat models].

Finally, to support the arguments provided in the new SMS, the EFF team 
expressed the wish to build on the competencies of the encryption communi-
ties of practice – cryptographers, professors, people in industry and digital 
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security trainers – in order to get feedback about whether they possessed enough 
information about a particular tool, and whether the available information was 
correct. The EFF team anticipates that the search for feedback will be ongoing, 
to avoid falling into the same trap that had led commentators to wonder why 
the making of the first SMS had seemingly been a mostly ‘internal’ matter for 
EFF19 and also to be able to react promptly to important changes in the tools: 
‘We try to make it clear that we’re keeping the door open to feedback after we 
publish it, for anyone we did not get a chance to talk to before we published it. 
We can’t get feedback from everybody before it goes live’. As tools evolve, what 
constitutes ‘good’ security evolves, or may evolve, as well.

Conclus ions :  Somet imes  narrat ives  are the best 
categories

Using the Electronic Frontier Foundation’s prominent attempts at building a grid 
or guide to assess secure messaging tools, this chapter has sought to examine the 
role of categorisation and classification in defining ‘good’ encryption, privacy, 
security and secure messaging. In doing so, it has analysed how, by challenging, 
re-examining and re-shaping the categories that are meaningful to define the 
quality of secure messaging tools, the EFF has sparked a ‘global crypto discus-
sion’20 that currently contributes to shape what constitutes ‘good’ security and 
privacy in the field of encrypted messaging.

Indeed, on one hand, the EFF’s activities, epitomised by the SMS and its 
revisions, seem to contribute to the ‘opportunistic turn’ in encryption (IETF 
2014) that gained momentum in 2014 after the Snowden revelations, and con-
sists in a progressive move of the crypto community towards making encryp-
tion ‘seamless’, with almost no efforts required on the part of users. In terms of 
design choices, this entails a ‘blackboxing’ of quite a few operations that used 
to be visible to users and that needed to be actively controlled by them (e.g. key 
exchange and verification, or the choice of encrypted/unencrypted status etc.). 
The opportunistic turn calls for ‘encryption by design’, and constructs a new 
user profile, one who ‘does not have to’ have any specific knowledge about cryp-
tographic concepts and does not have to undertake any additional operations 
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to guarantee a secure communication. That shift may also be explained by the 
growing popularity of ‘usable crypto’ that undermines experts’ monopoly on 
encryption and makes easy end-to-end encryption accessible outside of the 
tech-savvy user groups, where users used to be at the same time designers, 
developers and cryptographers.

However, while calling upon developers for improved usability – demanding 
that the technical crypto community make some properties, such as key veri-
fication, easy for users and independent from user agency – the EFF also puts 
users at the core of its attempt to develop a better ‘guiding system’, and in doing 
so, entrusts them with an important decision-making responsibility. To put it in 
R2’s words, ‘[The aim] is still to push the developers to improve but we realise 
that people are using it to make choices, so now the idea is [to do this,] instead 
of just showing the developers here’s what you have to do’. As it is often the case 
with categorisation and classification systems, the SMS was re-appropriated by 
the different actors in the community of practice, beyond the intentions of its 
creators – and several users in particular have relied on it heavily. Attempts at an 
evolved SMS intended to take this into account to a greater extent; but within 
the new paradigm that guided attempts to move beyond the SMS 1.0, there 
is an understanding that users have to question their threat models, increase 
their awareness of them, and have to know how to make technological choices 
according to their particular situation – a tool, from this perspective, is ‘good’ 
if pertinent to the context of use. This paradigm shift is also experienced and 
reflected upon by the trainers, organisers of cryptoparties and informational 
security seminars whom we have interviewed in different countries.

The reader may wonder at this point whether there is an (ongoing) epilogue 
to this story, given the fieldwork for this particular strand of our research ended 
in 2017. The answer is both that there is continuity with our conclusions above, 
and at the same time, things have moved in a slightly surprising direction. In 
March 2018, Nate Cardozo, Gennie Gebhart and Erica Portnoy of EFF published 
a piece with a provocative title: ‘Secure Messaging? More Like a Secure Mess’ 
and an equally provocative first sentence: ‘There is no such thing as a perfect 
or one-size-fits-all messaging app’ (Cardozo et al. 2018). As we kept on read-
ing the article, we realised that we were in fact looking at the latest, and likely 
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the final, iteration of the SMS – one that in describing the intention to create 
a ‘series’, reads like a selection of articles, all attempts at schematisations and 
categorisations gone, including the ‘tiers’ organisation that our interviews had 
unveiled as the EFF’s intended next step:

For users, a messenger that is reasonable for one person could be dangerous 

for another. And for developers, there is no single correct way to balance 

security features, usability, and the countless other variables (…) we realized 

that the ‘scorecard’ format dangerously oversimplified the complex question 

of how various messengers stack up from a security perspective. With this 

in mind, we archived the original scorecard, warned people to not rely on it, 

and went back to the drawing board. (…) we concluded it wasn’t possible 

for us to clearly describe the security features of many popular messaging 

apps, in a consistent and complete way, while considering the varied situa-

tions and security concerns of our audience (…) So we have decided to take 

a step back and share what we have learned from this process: (this series 

will) dive into all the ways we see this playing out, from the complexity of 

making and interpreting personal recommendations to the lack of consensus 

on technical and policy standards.

For users, we hope this series will help in developing an understanding 

of secure messaging that is deeper than a simple recommendation. This can 

be more frustrating and takes more time than giving a one-and-done list of 

tools to use or avoid, but we think it is worth it. For developers, product 

managers, academics, and other professionals working on secure messaging, 

we hope this series will clarify EFF’s current thinking on secure messaging 

and invite further conversation (Cardozo et al. 2018).21

Ultimately, the EFF’s conclusion – after, as Cardozo and his colleagues them-
selves point out, ‘several years of feedback and a lengthy user study’ – can be 
understood as the celebration of the ‘relational’ concept of risk we introduced in 
Chapter 1, and as a consequence, of the impossibility, when it comes to secure 
messaging, of a classical categorisation system including lists, schemas, regroup-
ings, bullet points, tables, columns and rows. The soundness and ‘goodness’ 
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of privacy and security protection in the field of secure messaging cannot be 
accounted for in a system intended to provide a set of possible answers for all 
possible readers – even if categories were expressed as open-ended questions 
aimed at personalising feedback, instead of red crosses versus green dots. A 
similar approach has been taken by the Citizen Lab’s Security Planner22 project, 
an interactive online digital security guide that gives a personalised and detailed 
‘action plan’ including recommendations on security measures and tools based 
on users’ responses to a set of questions.

The epilogue of the EFF’s experimentation first with a scorecard, then with 
a guide, brings us to the conclusion that our fieldwork on the transition from 
the first to the second version had already unveiled: if a tool is good when it is 
pertinent for the user(s) and their social, geographical and political context of 
use, the best categories cannot possibly be anything else than narratives – nar-
ratives that do not prescribe, but inspire reflection on who a person is and what 
they want to do, who their adversary is, and what they want their communicative 
act to be. For some things and some times, suggests the EFF, open questions and 
narratives may be the best categories – and a field such as encrypted messag-
ing today, which ‘is hard to get right – and […] even harder to tell if someone 
else has gotten it right’ (Cardozo et al. 2018), is very likely to be one of those 
things and times.

Notes

1 A previous version of this chapter was published as Musiani, F. and K. Ermoshina, 
‘What is a Good Secure Messaging Tool? The EFF Secure Messaging Scorecard and the 
Shaping of Digital (Usable) Security’, Westminster Papers in Communication and Culture, 
12.3 (2017), 51–71 <http://doi.org/10.16997/wpcc.265>. Sections are reproduced and 
adapted here under a CC-BY 4.0 license. The paper was also presented and discussed at 
the annual conference of the International Association for Media and Communication 
Research (IAMCR) in Cartagena de las Indias, Colombia, on 19 July 2017.
2 https://www.eff.org/node/82654.
3 See e.g. the discussion of the code audit criterion at Peter Eckersley, ‘What makes 
a good security audit?’, EFF Deeplinks, 8 November 2014, https://www.eff.org/
deeplinks/2014/11/what-makes-good-security-audit, which will be addressed in 
more detail later in the chapter.
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4 https://www.eff.org/secure-messaging-scorecard.
5 https://www.eff.org/node/82654. This webpage, introducing SMS v1, is now 
preserved ‘for purely historical reasons’ on the EFF website. Citations in this section are 
from a version of this page that was online at the time of our fieldwork (2016–2017) 
unless otherwise noted.
6 We will return to them in more detail below.
7 http://cve.mitre.org/cve.
8 https://www.eff.org/node/82654.
9 Discussion thread on Hacker News, https://news.ycombinator.com/
item?id=10526242.
10 Formerly at https://www.eff.org/secure-messaging-scorecard, which was taken 
offline during 2018.
11 https://www.eff.org/node/82654: ‘you should not use this scorecard to evaluate 
the security of any of the listed tools’.
12 https://news.ycombinator.com/item?id=10526242. Citations in this paragraph 
are from this thread unless otherwise noted.
13 https://www.eff.org/deeplinks/2014/08/recap-first-eff-cup-workshop.
14 See also https://www.eff.org/node/82654: ‘the results in the scorecard below 
should not be read as endorsements of individual tools or guarantees of their security; 
they are merely indications that the projects are on the right track’
15 https://news.ycombinator.com/item?id=10526242.
16 https://ssd.eff.org/en.
17 This issue had also been brought up in the Hacker News SMS-related thread: ‘Isn’t it 
a bit strange, that there is no such thing as that scoreboard produced by an international 
group of universities and industry experts, with a transparent documentation of the 
review process and plenty of room for discussion of different paradigms? (see https://
news.ycombinator.com/item?id=10526242).
18 https://www.amnesty.org/en/latest/campaigns/2016/10/which-messaging-
apps-best-protect-your-privacy.
19 See https://news.ycombinator.com/item?id=10526242: ‘Why didn’t they consult 
any named outside experts? They could have gotten the help if they needed it; instead, 
they developed this program in secret and launched it all at once’.
20 Ibid.
21 We license this text from the EFF website under a CC-BY license: https://www.
eff.org/copyright.
22 https://securityplanner.org.
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6

CONCLUSIONS:  ENCRYPTED 
COMMUNICATIONS AS A S ITE 
OF SOCIAL,  POLITICAL AND 
TECHNICAL CONTROVERSY

We noW concLuDe this journey among experiments in ‘conceaLing 

for freedom’. During this journey, we have explored the choices made in technol-
ogy and governance that lead to both a variety of configurations of encrypted 
tools and to a diversity of intended publics and action repertoires (Tilly 1985) 
for these tools. We have also witnessed the attempts to categorise and make 
sense of the ‘mess of messengers’ that seek to respond to the challenges associ-
ated with the increasing variety and complexity of the field.

In the final pages of this book, we seek to draw some conclusions about 
encrypted communications as a site of social, political and technical contro-
versy today. Encrypted messaging tools remain at the centre of a powerful 
double narrative, with on the one hand a strong positive discourse around 
empowerment and better protection of fundamental civil liberties and, on the 
other, an equally strong critical discourse shaped by allegations concerning 
the technology’s links to (and fostering of) terrorism. Furthermore, we can 
see how there are two ‘turns’ in the ecosystem of online communication: the 
cryptographic turn, that has seen Internet companies implement a number of 
cryptography-based organisational and technical responses aimed at restoring 
user trust in their cloud-based services, and the ‘opportunistic turn’, a progres-
sive move by the crypto community towards making encryption seamless and 
requiring almost no effort from users to actively control most of the messaging 
tool’s operations.
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Issues related to encryption and its adoption in messaging systems inextri-
cably entangle with issues of standardisation (both formal and informal), the 
political economy of software development and adoption, and the consequences 
of choices about technical architectures. This concluding chapter will offer some 
reflections on these different aspects as informed by our fieldwork and will 
then tie the different ways in which political effects can be achieved through 
technological choices to broader contemporary political concerns related to 
privacy, in particular, how they can interact with recent supra-national legal 
instruments such as the General Data Protection Regulation (GDPR). Finally, 
we will comment on the implications of our study and of cognate research for 
the development of social studies of encryption and for its interactions with 
Internet governance research, in particular work inspired by STS.

Internet r ights and freedoms ‘by architecture ’

Throughout its chapters and its various stories about the development and use 
of encrypted messaging systems, this book has addressed the question of the 
relationship between different kinds of technological architecture – most notably 
those that support the concealing of metadata, data or communications – and 
Internet freedoms and fundamental rights.

The relationship between human rights and Internet protocols is starting to 
become an issue in a few arenas, both political and technical; for example, the 
IRTF and its Human Rights Protocol Considerations research group (which will 
be further discussed below). As Stéphane Bortzmeyer (2019) aptly contends, 
the idea progressively taking hold in such arenas is that

the Internet is not just an object of consumption, that the customer would 

only want to be fast, cheap, reliable, as it would a car or the electrical grid. 

We do business, politics, we talk, we work, we get distracted, we date: The 

Internet is not a tool that we use, it is a space where our activities unfold.

It is, to paraphrase Carl Schmitt (2003), the nomos of the twenty-first century, 
a normative universe where fundamental rights, as constrained or enabled by 
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the platforms and protocols of the Internet, are in many cases just as important 
for people as the guarantees provided by governments.

The Internet as a multifaceted public space intersects with a pre-existing 
human rights framework. Human rights are formalised in texts such as the 1948 
Universal Declaration of Human Rights (UDHR), where they are claimed to be 
universal, indivisible and inalienable. Despite such claims, it is clear that human 
rights are not absolute, as they may be in conflict with one another – in fact, they 
usually are. For example, the right to freedom of expression may conflict with 
the right not to be insulted or harassed, and freedom of expression may conflict 
with the right to privacy, if we want to prevent the publication of personal data. 
Historically, it has been the task of the legal system to determine the balance 
between such rights. In the networked age, the question is whether the technical 
space of the Internet, including its rules, limits and capabilities, has an influence 
on human rights, or whether it transforms human rights; and, if the latter, what 
concrete policy measures are needed as a consequence?

In 2012, the co-inventor of the Internet and Google evangelist Vint Cerf put 
forward the proposition that ‘Internet access is not a human right’, arguing that 
‘technology is an enabler of rights, not a right itself ’, as a human right ‘must be 
among the things we as humans need in order to lead healthy, meaningful lives, 
like freedom from torture or freedom of conscience’ and so ‘it is a mistake to 
place any particular technology in this exalted category, since over time we will 
end up valuing the wrong things’ (Cerf 2012). Nonetheless, some countries have 
made Internet access a basic right – Finland, for example – and this sentiment 
has been echoed by other entities, such as, for example, the Constitutional 
Council in France. Relatedly, it has also been argued that, while Internet access 
per se may not be a human right, the empowerment such access can provide 
probably is. As Tim Berners-Lee and Harry Halpin point out, considering the 
ability to access a particular technical infrastructure as a human right may be less 
important than defining as a new kind of right the ensemble of social capabilities 
that the Internet engenders (Berners-Lee and Halpin 2012).

Thus, Internet rights and freedoms may be promoted or enforced ‘by archi-
tecture’, including by ‘technology-embedded’ proposals around network neu-
trality and encryption. Data protection as an Internet right extends the notion 
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of privacy to the digital age, fundamentally reshapes it and puts it into tension 
with new, similarly transformed networked forms of the right to free expres-
sion. This book has unveiled different ways in which technical developments of 
encrypted secure messaging systems, and of the associated governance models, 
construct Internet rights and freedoms, and are then in return shaped by them. 
The makers of ‘concealing for freedom’ technologies, their users and their 
regulators, operate within arenas of social, political and technical controversy 
ranging from standardisation and political economy of software development 
to choices of technical architecture and business models. The following pages 
draw conclusions about each of these aspects.

On (de-)centralisation: Choices of architecture as (a substitute for) politics

This book has provided thorough empirical evidence that, in the field of secure 
messaging as in other fields of protocol and software development, the choice of 
more or less centralised technical architectures is a context-based compromise, 
and not the result of choices between abstract models that might have intrinsi-
cally better or worse qualities. Decentralised architectures are a suitable solution 
in particular situations; but just as centralised architectures can, in some cases, 
have useful and rights-preserving qualities and, in others, be highly problematic, 
decentralised architectures are not always the ideal solution. The case studies 
we have examined in Chapters 2 to 4 illustrate, via concrete cases, the extent to 
which technical decisions contribute to enacting particular configurations of 
governance and repertoires of action.

Many Internet protocols have a client/server architecture. This means that 
the machines that communicate are not equivalent. On one side is a server, 
permanently on and waiting for connections, and on the other is a client, who 
connects when it has something to ask. This is a logical mode of operation when 
the two communicating parties are distinct, which is the case on the Web: when 
visiting a website, a user is a reader, and the entity which manages the website 
produces the content to be read. Yet not all uses of the Internet fit into this 
model. Sometimes one wants to exchange messages with an acquaintance. The 
communication, in this case, is not reader-to-writer, one-way, but peer-to-peer. 
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In this case, the machines of two humans communicate directly, something the 
Internet allows via peer-to-peer architecture.

So why go through an intermediary when it is not always strictly neces-
sary? Usually, as Chapters 2 and 3 in particular have shown, it is because the 
intermediary serves a variety of purposes, that range from technical functioning 
and optimisation to business model, and to organisational/governance forms 
providing different extents of control. An example is the storage of messages in 
the case where the correspondent is absent, and their machine off. The Simple 
Mail Transfer Protocol (SMTP), which is the basis of the sending and relaying 
functions in email services, does not provide for messages to be sent directly 
from Alice’s machine to Bob’s. Alice’s software sends the message to an SMTP 
server, which then transmits it to the SMTP server that Bob uses, which will 
then retrieve it via yet another protocol, probably the Internet Message Access 
Protocol (IMAP). The consequence of this architecture is that now, Alice and 
Bob depend on third parties, the managers of their respective SMTP servers. 
These managers can stop the service, limit it, block some messages (the fight 
against spam always causes collateral damage), and, if Alice and Bob do not use 
encrypted email protocols, read what passes through their servers. In practice, 
this may not happen, but the possibility exists, and it is technically very simple 
to archive all the messages being transmitted.

Since passing through an intermediate server has consequences, the question 
inevitably arises: which server to use? A personal machine that we install and 
manage ourselves, which is the closest a user can get to complete decentralisa-
tion? A personal machine run by a friend who knows and takes care of every-
thing? A server or a cluster of servers run by a local collective, as in federated 
networks? Servers run by actors that mostly operate on centralised architectures, 
such as a public body, or a Silicon Valley platform like Gmail that is now able to 
extract information from a sizable portion of the world’s email? The choice is far 
from obvious, both for developers when they are faced with technical choices, 
and for users who have to pick one or two communication tools out of many, 
based on often obscure criteria.

From the point of view of privacy and freedom of expression, centralised 
architectures are frequently criticised for posing the greatest threats. However, 
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as Chapter 1 has shown, it is not always possible to individualise these problems: 
even if one does not use Gmail, others using Gmail may leak the contacts being 
made to your non-Gmail email to Google.

Still, in principle any third party that controls a server has the ability to abuse 
its power, and machines that are managed by a particular individual, local com-
pany or even public administration in federated networks may not, ultimately, be 
safer than the giant centralised actors of Silicon Valley, as they will simply have 
fewer resources to solve security and privacy-related issues. A machine run by 
a well-intentioned but overworked and not necessarily competent amateur can 
present high risks, not because the amateur is untrustworthy, but because it can 
be relatively easy to successfully attack the system. At the same time, it should 
be pointed out that professional servers are not necessarily safer: a number of 
recent hacks of very large companies have shown that they ultimately present 
perhaps larger targets. Servers managed by public bodies are an option, but even 
an administration that is well-meaning at a particular point in time may eventu-
ally evolve into one that violates rights and liberties. In this regard, federated 
systems, which allow servers to be easily interchanged, have some benefits in 
terms of sustainability. For example, Mastodon, the decentralised microblog-
ging service (à la Twitter), is made up of hundreds of independently managed 
servers, some of which are administered by an individual (thus, their future is 
uncertain if this individual abandons this role), some by associations and yet 
others by companies of different sizes.

What are the implications of decentralised and peer-to-peer architectures 
for Internet rights and freedoms? First, as we have seen in Chapter 4, we should 
recall that these terms do not designate a particular protocol, but a family of 
highly diverse protocols. The most well-known peer-to-peer application in recent 
Internet history has been for the exchange of media files (e.g. music, video), but 
peer-to-peer is a very general architecture. And despite being accompanied by 
a rhetoric of openness and freedom, decentralised architectures also have their 
problems from the standpoint of Internet rights and freedoms. In the era of 
Google and Facebook as dominant, centralised, totalising platforms that seek 
to exert control over all user interactions, it has been easy to often present peer-
to-peer as the ideal solution to all problems, including censorship. But as this 
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book has shown in its analysis of the field of secure messaging, the situation is 
far more complicated than that.

First, peer-to-peer networks have no central certification authority for con-
tent; thus, they are vulnerable to various forms of attacks, ranging from ‘fake data’ 
to ‘fake users’. It should be remembered that at one time, rights-holders circulated 
fake MP3s on peer-to-peer networks, with promising names and disappointing 
content, that lured users and eventually led them to be identified by their act of 
downloading. An attacker can also relatively easily otherwise corrupt the data 
being shared, or at the very least the routing that leads to it. Furthermore, in 
terms of net neutrality, because the peer-to-peer protocols that account for a 
good deal of Internet traffic are often identifiable within a particular network, 
an ISP may be tempted to limit their traffic. Many peer-to-peer protocols do 
not hide the IP address of users; for example, in the popular peer-to-peer file 
sharing client BitTorrent, if you find a peer who has the file you are interested in, 
and you contact them, this peer will learn your IP address (unless you disguise 
your IP address by using a VPN). This can be used by rights-holding individuals 
or organisations as a basis for issuing threatening letters or for initiating legal 
proceedings, as it has been the case with the HADOPI1 in France (Arnold et 
al. 2014). There are peer-to-peer networks that deploy protection against this 
leak of personal information, such as Freenet, but they remain rarely used by 
the public at large.

Another danger specific to peer-to-peer networks is ‘fake users’, also called 
Sybil attacks: i.e. if verifying an identity can be done without needing some-
thing expensive or difficult to obtain, nothing prevents an attacker from creat-
ing millions of identities and thus subverting systems. It is in order to combat 
this type of attack that different systems and platforms have resorted to other 
ways of verifying identity. Bitcoin uses ‘proof of work’, a form of cryptographic 
proof in which one party to a transaction proves to the other parties that a 
particular amount of computational resources has been dedicated to a specific 
objective. Organisations like the CAcert certification authority (Tänzer 2014), 
or informal groups like users of the Pretty Good Privacy (PGP) encryption 
program, use certifications created during physical meetings, which include 
verifying a user’s national identity documents. There is currently no general 
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solution to the problems of Sybil attacks, especially if any solution is required 
to be both ecologically sustainable – which is not the case of the proof of work 
mechanism – and fully peer-to-peer – which is not the case for conventional 
enrolment systems, as they require a privileged actor to approve a participant’s 
entry. Solutions based on social connections, such as the one proposed by PGP, 
pose problems to privacy, since they expose the social graph of the participants – 
the list of their correspondents. In this field of alternative methods for identity 
verification, experiments aimed at allowing gossip in social networks to help 
verify identity,2 while remaining privacy-preserving, are on the way;3 but the 
road is far from linear.

As the most recent generation of secure messaging tools develops, and 
more broadly, the blockchain takes hold as an often more politically acceptable 
decentralised technology – even as we are learning more and more about its 
governance and technical flaws – the relationship between different architectural 
models for networking and communication technologies, the choices made 
and the roads not taken, are likely to remain a controversial issue. Attempts to 
deploy decentralised technologies and communities within particular territories 
are currently being piloted.4 More traditionally political arenas are involved in 
the decentralisation debate: in early 2019, declarations of intention by political 
officials in several European countries indicated an intention to actively favour 
decentralised technologies, blockchain in particular, via legislation. French 
President Emmanuel Macron, for example, referred to blockchain as a possible 
way to bring transparency and traceability into the agricultural industry to ensure 
better quality, and argued that Europe should adopt a ‘homogeneous policy’ in 
this regard. Within Europe at least, it is therefore likely that further proposals 
to use blockchain or decentralised technologies for such purposes will see the 
light in the coming months and years.

The success of the blockchain is perhaps still greater in research projects 
and imaginaries of intermediary-less futures than in fully working applications, 
and we can recognise, as in previous ‘expectation cycles’ related to distributed 
architectures and a number of other technologies (see e.g. Borup et al. 2006; 
Brown and Michael 2003), interactions between both potential and hype. Yet, 
the blockchain and its myriad variants have some specific features that will be 
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very interesting to observe in the coming years. In particular, it seems to be the 
first decentralised networking technology to be widely accepted — ‘celebrated’ 
would be more accurate — by national and supra-national institutions, despite its 
first widespread application, Bitcoin, being born with the explicitly stated goal of 
making each and every institution obsolete, and despite its birth, development and 
functionality being subject to several controversies (Musiani and Méadel 2016).

Thanks to the role that local and distributed technologies have played, rely-
ing on networks such as TOR, in rallying and organising social movements and 
grassroots resistance tactics, decentralised architectures are increasingly seen as 
technologies of empowerment and liberation. Yet they do not escape a power-
ful double narrative, fuelled by previous narratives depicting peer-to-peer as an 
allegedly ‘empowering-yet-illegal’ technology. On the one hand, the discourse 
around empowerment and better protection of fundamental civil liberties is very 
strong; on the other hand, several projects that have sought to merge decentrali-
sation and encryption to improve protection against surveillance have needed 
to defend themselves from allegations of use by terrorists and other unsavoury 
publics (a defence some projects are technically unable to mount).

This dialectic is taking place in the broader context of discussions about 
civil liberties and governance by infrastructure (Musiani et al. 2016), some of 
them particularly related to encryption (or the breaking of it), such as the Apple 
vs FBI case or WhatsApp proposing, since April 2016, encryption by default 
(Schulze 2017). Indeed, both the (re-)distribution and the (re-)decentralisa-
tion of networks are strictly linked – much more so than a few years ago, and 
in particular after the Snowden revelations – to discussions of surveillance 
and privacy, and find themselves frequently associated with discussions about 
encryption, and its practical implementations. The next section will discuss this 
relationship and its challenges.

On encrypt ion:  Strateg ies  of concealment as 
integr ity (and power) tools

As we have seen throughout the book, encryption is a controversial issue. As the 
case studies unfolded, we could see how the different developer teams – and, 
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often, the users of the systems they develop – cope with the fact that debates 
over encryption policy are framed as pitting security at the cost of civil liber-
ties against new technological freedoms that may pose security risks. While 
technologists, including several developers and security trainers interviewed 
for this book, hold that without encryption the right to privacy remains purely 
theoretical given the ease of spying on digital communications, encryption is 
frequently framed in political debates as a mechanism that allows criminals to 
conceal the content of their communications from the judicial system and police.

Our research allows us to point out several ways in which this debate should 
be nuanced, as we have examined the ‘making of ’ encryption and its interplay 
with Internet rights and freedoms. We have observed how cryptography is not 
only used to conceal information, i.e. to make data confidential, but also to 
provide checks on the integrity and authentication of data, even data that is 
public. For example, in order to check that data has not been modified either by 
accident or with ill-intent, we have seen hash functions – functions that shrink 
data to a small code that can be checked independently – being used to check 
the integrity of the data. We have also seen cryptographic techniques being 
put to use with both private secrets, called private keys, that can work with 
public information, and public keys, to both authenticate as well as encrypt 
data. With public keys and hash functions, digital signatures can be created 
to make sure that we know the identity of the entity that originates particular 
data. This approach, widely used in secure messaging, is useful in a variety of 
scenarios, including e-Signature schemes that can help reduce bureaucracy or 
to prevent the spread of false information. Thus comes the dilemma that, in 
the field of secure messaging, has been exemplified by the FBI vs Apple case 
(Schulze 2017): if a government implements a policy to reduce the scope of 
encryption so that its police or intelligence services can ‘read’ digital messages, 
there is a clear danger that the government would accidentally prevent other 
uses of encryption that would damage the ability of users to place any trust in 
data circulation and processing by third parties, with wide-ranging negative 
economic consequences.

For this reason, and acknowledging that developer teams’ respective strat-
egies in terms of architectural choice or standardisation greatly vary, we can 
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recognise a common trend in the different stories of development we have 
examined: strong resistance to making the encryption of data illegal, for any 
reason. Actors in the secure messaging field share the belief that cryptography 
needs to be legal as digital technologies not only increase the possibilities of 
surveillance, but they do so in a fundamentally asymmetric manner that is 
incompatible with democracy (see also Bortzmeyer 2019); platforms gather a 
lot of information about us, but these platforms are opaque to citizens, and the 
same issue holds true of various state intelligence agencies; furthermore, this 
data processing happens en masse.

Our observation of the development processes of secure messaging tools 
as ‘situated practices’ reveals the limits of presenting encryption primarily as 
a mechanism that will prevent states and police forces from conducting their 
investigations properly. As we followed developers in their endeavours, we could 
see that for them, end-to-end encryption – where the endpoints are the users, 
and no entity in the middle has the ability to decrypt the message – actually, and 
partially, restores the social norms around communication that were expected 
prior to the advent of digital communication, so that messages are clearly given 
to be from a particular sender and can only be read by a particular recipient, 
with interference to the message being detectable.

With a revival post-Snowden (e.g. Barr 2016), but having its roots in a long-
standing academic and political debates (Rivest 1998; Soghoian 2010), one 
heavily debated, controversial policy option concerning encryption has been 
and is its ‘selective weakening’ by allowing both the use of encryption and its 
possible breaking in specific cases – for example, in case of investigation of a 
case of terrorism, the idea of a ‘backdoor’ to allow decryption of encrypted 
messages. From the standpoint of technologists, this arrangement is highly prob-
lematic as, regardless of the choice of technical architecture, the mathematical 
algorithms that form the core of encryption cannot work only in some cases, 
but not in others: either they make it possible for data to be accessed by anyone 
who has the key, or they have a flaw, which is exploitable by anyone who is 
aware of it – an argument made, most prominently, by the Keys Under Doormats 
report (Abelson et al. 2015). In proposals for ‘backdoors’, one decryption key 
would be the legitimate receiver’s key, but another key would exist, controlling 
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a ‘middlebox’ that decrypts the message and re-encrypts it to the intended 
recipient. This key is considered to be under ‘key escrow’, which means stored 
by a third party such as the government, and perhaps only available in special 
circumstances. However, such a solution would, for clear enough reasons, not 
work in open-source and free software projects (including those examined in 
Chapters 3 and 4), where the review of any code would show the backdoor. It 
would be more realistic in contexts such as those described in Chapter 2, where 
the user does not have control over the software she is using, and the software 
she is given may include the backdoor from the start.

As one of the developers we interviewed pointed out, though, ‘Obviously, 
any real threat to the state will not use the latter tools, but [will instead] search 
for software without backdoors. But this method can work with the honest 
citizen who, unlike the terrorist, trusts proprietary software, and who com-
municate with each other through Silicon Valley platforms’. Thus, from the 
standpoint of this developer and others among our interviewees, the purpose of 
anti-encryption campaigns for ‘backdoors’ is not, or not primarily, about find-
ing solutions allowing authorities to decrypt for anti-terrorism purposes, but a 
way to pressure Silicon Valley and other technical actors to include backdoors 
in their communication software, in order to enable and/or sustain systems of 
mass surveillance.5 In response to this scenario, the European Commission has 
recognised in its recent cybersecurity strategy (European Commission 2017) 
that encryption allows fundamental freedoms to be exercised, and digital free-
doms organisations such as European Digital Rights (EDRi) have argued that as 
such, encryption should be recognised as a tool for countering the arbitrariness 
of state governments and dominant private actors (EDRi 2017).

Developers of the variety of secure messaging systems examined in this 
book are coping with several levels of complexity. Their use of modern cryp-
tography and, most often, formally verified protocols, has the aim of reducing 
security problems (e.g. those linked to backdoors) and mistakes. They also 
predominantly work on the assumption that the cryptography they develop 
should be understood by decision-makers in order to be deployed; as one of 
our interviewees put it, ‘no policy-maker should have to know the difference 
between the Decisional Diffie-Hellman and Computational Diffie-Hellman 
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property’. They also mostly share an understanding that privacy is ‘hard to get 
right’, due to the varieties of social contexts involved, which we examined in 
Chapter 1. They are aware that in order for notions of privacy to be meaning-
ful and applicable to development processes, it is necessary to carefully define 
the threat model and run simulations to see various empirical ways to measure 
phenomena such as proximity or unlinkability. Finally, several developers are 
aware that in order to rule out the possibility of backdoors in their or others’ 
software, the algorithms and protocols using cryptography need to be formally 
verified or audited by external parties – an aspect that, as the reader will recall 
from Chapter 5, was also included by the EFF in earlier versions of its evalu-
ation grids. However, for the reasons mentioned above, privacy is harder to 
actually verify, and does not fit within formal verification frameworks; thus, it 
is complicated to determine exactly what kinds of privacy are being discussed 
and whether a given system can support it.

While developers do not expect policymakers to have cryptographic knowl-
edge, they operate within national and supra-national contexts where encryp-
tion, and the ability to compromise it, is an intensely political issue if not an 
outright proxy for power – and, post-Snowden, increasingly so. In 2013, a few 
months after Snowden’s revelations, the NSA was revealed to have discreetly 
lobbied for the US National Institute of Standards and Technology (NIST) to 
include a weakened, possibly deliberately flawed algorithm in a 2006 cryptog-
raphy standard (Greenemeier 2013). And in 2016, a financial industry group 
proposed a protocol called eTLS, omitting from it the forward secrecy feature 
which had been incorporated into the latest version of the Transport Layer 
Security (TLS) protocol. The European Telecommunications Standards Institute 
(ETSI) released eTLS, rebaptised ETS to minimise ambiguity, as a standard in 
the autumn of 2018, to great controversy (Leyden 2019) and steadfast opposi-
tion from the Internet Engineering Task Force (IETF).

Standardising bodies such as the IETF and its parallel organisation, the 
Internet Research Task Force (IRTF), have shown, in the above controversy 
as well as others, that they are well-positioned, via entities such as the IRTF-
chartered CryptoForum Research Group,6 to issue authoritative advice about 
the safety of cryptographic algorithms. However, there are other important 
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sources of authoritative advice. In Europe, the promotion of best practices in 
the use of public cryptographic algorithms, their verification and the genera-
tion of cryptographic standards was until recently undertaken by the European 
Union Agency for Cybersecurity (ENISA, which still uses this abbreviation, 
in reference to its original name: European Network and Information Security 
Agency); however now this function is being devolved down to the nation-
states, which may entail risks (as discussed, pressures to introduce backdoors, 
or uneven levels of cryptographic knowledge within different national contexts).

Furthermore, several debates are taking place at the national level in European 
countries on end-to-end encryption and on how to strike a balance between the 
protection of digital rights and law enforcement. In 2017, the French Digital 
Council (CNNum) issued advice on encryption, reaffirming the usefulness 
and necessity of encryption technologies in light of the repeated attempts by 
the Ministry of Interior to challenge their use due to their potential exploita-
tion by terrorists and criminals (CNNum 2017). In 2019, new and worrying 
signals came from Germany, where, after more than twenty years of unequivo-
cal support for strong encryption (Herpig and Heumann 2019), a law is being 
examined that would force chat app providers to hand over, on demand, end-
to-end encrypted conversations in plain text; this inclusion of Internet services 
providing encryption software would expand German law, which currently 
‘merely’ allows communications to be gathered from a suspect’s device itself 
(Chapman 2019). In the United Kingdom, within the debates concerning the 
Investigatory Powers Act,7 the government issued a revised version of the bill 
that ‘clarifies the government’s position on encryption, making it clear that 
companies can only be asked to remove encryption that they themselves have 
applied, and only where it is practicable for them to do so’ (Carey 2016).

In response to the controversy around encryption in Germany, Roman 
Flepp, from a Swiss-based end-to-end encrypted instant messenger platform 
called Threema, that is popular among German-speaking users, asserted that: 
‘Under no circumstances are we willing to make any compromises in this regard’ 
(quoted in Chapman 2019). However, as this book has shown, the road to ‘no 
compromises’ is in practice, for developers of secure messaging tools, paved 
with compromises – some of which relate to technical choices, others to the 
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user publics they target and still others to the broader geopolitical scenarios and 
debates they operate within. Such debates will no doubt continue as encryption 
remains a matter of intense public concern, which technologists are actively 
involved in it, in both actions and words.

On standardisat ion:  Sett ing (open) norms as 
sol idar ity and transparency

The stories of secure messaging tools development told by this book are also 
revealing about how the field is currently approaching issues of standardisation, 
a process that is simultaneously technical and political; there is an ‘intimate 
connection between standards and power’, a power that ‘lies in [standards’] 
very subtlety’ (Busch 2011). Standards describe the specifications for code, 
and this code may then be independently implemented in conformity with 
the specification of various licensing options, ranging from open source to 
proprietary. Geoffrey Bowker and Susan Leigh Star have long since noted that 
standards play an important role in the making of public policy and, more 
broadly, of social order: ‘standards and classifications, however imbricated in 
our lives, are ordinarily invisible […yet] what are these categories? Who makes 
them, and who may change them? When and why do they become visible? 
How do they spread?’ (Bowker and Star 1999: 94). A number of case study 
analyses of competing standards in information technology have contributed 
to shed light on these processes, including the birth of the QWERTY keyboard 
(David 1985) and the VHS vs Betamax controversy (Besen and Farrell 1994), 
and, more recently, debates about the respective merits of two different Internet 
protocols – IPv4 vs IPv6 (DeNardis 2009).

Technical standards take shape at once in material forms, in social and eco-
nomic interactions, and in their intended or inferred use. Several standards are 
developed (and recognised as such) intentionally and result from regulatory 
actions or from being voluntarily adopted. Such formally endowed standards are 
developed by dedicated organisations, such as the International Standardization 
Organization (ISO) or, for the Web, the World Wide Web Consortium (W3C), 
with the standards taking the form of documents that describe objects, their 
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properties and the extent to which they can be put under strain or stress with-
out breaking or being compromised. One example is the IETF’s Request for 
Comments, or RfC, whose very evolutions over time contribute to making visible 
the transformations of the IETF, including changes in both its organisational 
forms and practices (see Braman 2016).

For ‘ordinary’ users, the meaning and pervasiveness of standards in their 
everyday lives, as operative in a myriad of different situations, often escapes 
understanding (Star and Lampland 2009). The publication of a standard is 
only the beginning of the norm-making process – and indeed, as the Signal 
case examined in Chapter 2 has shown, sometimes it is not even a necessary 
step. The adoption of something close to a ‘standard’ may occur either de facto 
or accidentally, with seemingly minor decisions and actions becoming crucial 
for the development of a field in a particular direction. In some instances, what 
determines the adoption of an object, process or protocol as a standard is its abil-
ity to circulate and gain recognition: factors such as popular demand, perceived 
quality and the credibility of its developers become crucial for the standard’s 
success. The spread of standards through social, technical and institutional 
media is a multifaceted process; mechanisms of standardisation are economic, 
social and technical – with different degrees of intentionality – alongside the 
‘official’ institutional practices of certification and harmonisation (Loconto 
and Busch 2010).

The issue of open standards seems particularly salient for encrypted messag-
ing and their potential for ‘concealing for freedom’. Open standards are produced 
by standardising bodies that allow anyone to participate in the process. This 
openness is seen as maximising both transparency and the collective intelligence 
gained through the ‘wisdom of the crowds’ – this is argued to be particularly 
useful in standards around security and cryptography (Simcoe 2006). Open 
standard bodies have produced most of the technical standards that form the 
core of the Internet, like TCP/IP, HTML and TLS. As we started seeing at the 
end of the previous section, however, standard-setting bodies can be subject 
to lobbying and wider agenda-setting strategies that can, in some instances, 
even be characterised as manipulation. As we saw in Chapter 2, the perception 
of standard bodies as possibly fragile in the face of lobbying is the reason why 
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secure messaging developers increasingly emphasise the institutionalisation of 
standardising bodies and their progressive distancing from coding communi-
ties, which often creates an environment that is less suitable for experimental 
and unfinished projects (as is the case for several ‘young’ systems in the secure 
messaging field).

However, our developer interviewees also emphasise that they perceive 
differences between standardisation bodies, with several national and closed 
standards organisations being seen as more prone to manipulation, whereas 
open standards bodies are seen as having more rigorous processes. One of our 
respondents referred to the contentious standardisation of Office Open XML 
file formats in the late 2000s, which was ultimately designated as an ‘open’ 
standard by the International Standardization Organization – ISO, a standards 
body composed solely of representatives from nation-states – following pressure 
from Microsoft (see also Ryan 2008).

Unlike standards bodies comprising only commercial organisations (e.g. 
ECMA, the European Computer Manufacturers Association), open standards 
bodies usually employ a multi-stakeholder model, including public institutions, 
private companies, universities and individuals. Open standards bodies for the 
Internet include the IETF and, for the Web, W3C. A key aspect addressed by 
such bodies is patent disclosures. Open standards, particularly those with 
a royalty-free licensing policy like those produced by the W3C, are perceived 
by our interviewees to be highly important due to their prohibition of patent 
licensing fees. Bodies like the IETF force patent disclosures, and have been 
protagonists in several controversies (e.g. the ETS controversy mentioned 
above) in their efforts to prevent patented elements from becoming part of 
open standards.

When it comes to the code underlying the systems we analyse in this book, we 
can see a consensus among several developers – predominantly those involved 
in federated and decentralised secure messaging solutions, but also including 
some involved with centralised components, as we will see later with Signal. 
Open source, our interviewees argue, should be supported both as a technologi-
cal principle and as a matter of policy, with some interviewees also suggesting 
that policies should go even further to foster the adoption of free software (as 
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‘a matter of liberty, not price’8), as a political programme. This would include 
guaranteeing four fundamental ‘user freedoms’, in which the user should be able 
to: run the program in question as they wish, for any purpose; study how the 
program works, and potentially change it; redistribute copies; and distribute 
copies of their modified versions to others. This political programme is meant to 
go a step further than ensuring code is ‘open source’ and ‘open access’, although 
it assumes open access to code is a necessary precondition for freedom.

The free software movement originally came out of Richard Stallman’s 
acknowledgment that the practice of sharing software, with its hacker culture 
heritage (Coleman 2013) was being increasingly ‘enclosed’ by commercial 
ventures. In order to create a legally binding form of resistance to these new 
enclosures, Stallman created the GPL (General Public License9), which pos-
tulated that the copyright on a given piece of software is allocated by default to 
the developer and that the developer can license their software to an unlimited 
number of people. The GPL license requires that all derivative works also use 
the GPL, thus preserving for posterity the aforementioned four fundamental 
user freedoms and enabling the software commons to grow virally. The GPL 
has proved to be a successful license and software methodology: GNU/Linux, 
which depends entirely on the GPL, subtends most of the Internet’s architecture 
today and even Google’s Android is based on a free software kernel, although 
Google outsources vital components to its proprietary cloud.

However, the ‘virality’ of the GPL can pose problems when there is the need 
to integrate with commercial software, as is often the case in public administra-
tion, a point that our interviewees are well aware of. Less strong open-source 
licenses, which retain the possibility of private actors copying a piece of software 
and making a proprietary version of it, again carry the risk of enclosure – as has 
been explored in recent work, this kind of ‘weak’ open licensing is an important 
motivation for many companies to fund open-source projects, as it opens the 
way to eventually fork parts of them into proprietary versions (O’Neil et al. 
2020; Birkinbine 2020).

An interesting path for software designed in the public interest – which has, 
in the field of secure messaging, a notable precedent in Signal, one of its most 
widespread protocols and applications – seems to be a ‘dual license’ policy, 
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with server-side software being published using the Affero GPL (AGPL10), 
while client-side software uses the GPL v3.0. The AGPL software prevents free 
software from being made available as a service over a network, such as a web 
service, without the code being released. If someone wants to use this software in 
combination with commercial software, then the creators of the AGPL-licensed 
software retain the right to grant a non-exclusive and non-transferable ‘dual 
license’ on its use. This license can be granted for free to public administra-
tions, while for-profit companies can be changed. This is the business model 
originally used by Signal, and it is an interesting attempt to preserve ‘the best of 
both worlds’, as one of our developer interviewees put it: allowing integration 
with commercial software on a case-by-case basis, while keeping the code itself 
free for the commons.

Encrypt ing,  decentral i s ing and standardis ing 
onl ine communicat ions in the GDPR era

So far, this chapter has drawn from our fieldwork with secure messaging devel-
opers and users to analyse the different ways in which political effects can be 
achieved through technological choices at the crossroads of encryption and 
decentralisation of digital networks, as well as the attempts to build standards 
in the field. This section will tie these dynamics to broader political concerns 
related to privacy in our present time, in particular with the advent of the General 
Data Protection Regulation (GDPR) as the primary and most recent supra-
national legal instrument aimed at securing privacy-related Internet freedoms 
at the European level.

In 2009, European Consumer Commissioner Meglena Kuneva acknowl-
edged that personal data was well on its way to becoming ‘the new oil of the 
Internet’. One decade on, the inevitable resource wars for the control of mass 
personal data began, with data extractivism – the strategy of the capture and 
refinement of personal data to sell on the world market – becoming the primary 
business model of Internet giants such as Google and Facebook. Public policy, 
meanwhile, has struggled to fully understand the value of personal data and 
to translate it, and a set of safeguards for it, into law. The GDPR is the most 
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recent and comprehensive attempt by the European Commission to use legal 
means to ensure the ‘right to a private life’ in the sphere of digital data, which 
prompts the question whether GDPR provides an effective answer to the erosion 
of data sovereignty and integrity by technological platforms. While this book 
cannot provide a full answer to this question, it has further demonstrated that 
for data protection to be effective, it must also, if not primarily, be defended 
technologically.

As Laura DeNardis eloquently puts it, ‘cyberspace now completely and often 
imperceptibly permeates offline spaces, blurring boundaries between material 
and virtual worlds’ (DeNardis 2020: 3): the ubiquity of the Internet has caused 
the world to be enveloped in a single, data-driven, technosocial system. Faced 
with this rapid and all-encompassing set of evolutions, policy has frequently 
treated emerging technologies primarily as hostile instruments threatening 
a status quo, thereby creating need for legal reform (see Elkin-Koren’s 2005 
enlightening analysis of peer-to-peer), with, in particular, a frequent emphasis 
on decentralised and/or encryption technologies as enablers of crime and 
terrorism. In this conjuncture, any questions of data integrity, protection and 
control require a new approach, where rather than attempting to mandate laws 
that apply to the underlying technology, policymakers would encourage the 
adoption of technology contributing to maintain the society that they wish for. 
Putting rights-preserving technologies, such as ‘concealing for freedom’ systems, 
in the hands of local state actors and citizens may be the last and most effective 
bastion against data extractivism, especially if done in concert with the develop-
ment of policies around data protection. In this sense, government-mandated 
organisations (such as the previously mentioned French Digital Council) have 
produced detailed advice on encryption technologies and have persuasively 
analysed why such technologies should not be banned, but encouraged. These 
documents establish a sort of ‘philosophy’ that, while it may or may not be fol-
lowed in actual regulation, is interesting to assess as it takes shape.

Of course, recent (and less recent) scholarship has also analysed a number 
of less-than-encouraging examples of policymakers fostering the adoption of 
specific technologies as a tool for (co-)shaping society. Sociotechnical systems 
like the Chinese ‘social credit system’, where a single government-run platform 
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is used to make decisions regarding nearly all aspects of their citizens lives, from 
education to mobility, are run in a privacy-invasive manner that disregards the 
fundamental rights of individuals, placing the data sovereignty of the nation 
over that of the individual (Chen and Cheung 2017). And, in the Western 
world, the inability of the United States to effectively regulate Silicon Valley 
platforms was a crucial shortcoming, eventually leading to the construction of 
extensive surveillance practices by private technical companies (Bauman et al. 
2014). But precisely because technology is such an important arrangement of 
power – that a variety of actors seek to achieve their Internet policy objectives 
via choices of technical architecture and infrastructure, and specific uses of 
them – the building of a rights-preserving technological alternative, supported 
by laws that are both aware of the state-of-art of technology and co-evolve 
with it, seem to be an interesting way to build novel technosocial systems that 
preserve data integrity and sovereignty, both inside traditional national borders 
and across these borders.

The ability to guarantee fundamental human rights via technology – to 
embed rights into technology – is gaining momentum, both in the realm of 
law (e.g. Article 25 of the GDPR, mandating data protection by design and by 
default) and in the realm of technology development. In this latter regard, the 
work of the IRTF’s Human Rights Protocol Considerations Research Group is 
especially interesting (see also ten Oever 2021). This research group, basing its 
work explicitly on the UN Human Rights Charter, attempts to undertake tech-
nical reviews of protocols so as to determine whether they are compliant with 
human rights. However, a shortcoming of this group’s work is that the review 
happens after the protocol has been designed, which restricts the possibility of 
modifying existing protocols. One encryption-related illustration of this has 
been the group’s support for the implementation of Encrypted SNIs (Server 

Name Indication, the indication of the one or more domain names one is 
connecting to via an IP address) in TLS 1.3, in order to prevent the ‘breaking’ 
of encryption by network operators in order to enable mass surveillance and 
censorship.

Given that standards bodies like the IETF and W3C have no legally binding 
regulatory power at the nation-state level (unlike, for example, the ISO), their 
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primary role is to make recommendations, supported by the self-regulation of 
the industry itself. Internet governance scholars have extensively analysed the 
historical gap between the ‘soft power’ of self-regulating standards bodies like 
the IETF and W3C and the extent to which they respectively created most of the 
core standards of the Internet and Web. They have also assessed the fairly limited 
effectiveness of bodies such as the ISO and International Telecommunications 
Union (ITU), which are more closely linked to international organisations, in 
particular the UN system, but whose standards (and procedures to attain them) 
have much less endorsement from Internet technologists (see Mueller 2012; 
more broadly Harcourt et al. 2020).

However, the more open, ‘multi-stakeholder’ standards bodies, such as IETF 
and W3C, are not without pressure from specific groups of actors. A recent 
controversy illustrating this has focused on the standardisation of Encrypted 
Media Extensions for Digital Rights Management tools, pushed by Silicon Valley 
giants (Netflix and Google in particular). This took place in the face of protests 
by civil society groups, such as the Electronic Freedom Frontier Foundation, and 
objections from political figures like European Parliament representatives Julia 
Reda and Lucy Anderson, who were concerned about how DRM violated ‘fair 
use’ rights in Europe, as well as fundamental human rights (Reda and Anderson 
2017). Tim Berners-Lee himself, the inventor of the Web, eventually yielded to 
powerful lobbying and supported the DRM standard, arguably to maintain the 
relevance of the W3C in the face of the Web’s slow monopolisation (McCarthy 
2017). European standardisation bodies (both national and supra-national) 
have also at times proved unreliable in their defence of users’ fundamental 
rights: for example, during the aforementioned controversy over encrypted 
SNIs, the European Telecommunications Standards Institute (ETSI) ‘forked’ 
the IETF standard TLS 1.3 in order to create a ‘backdoor’ explicitly rejected by 
the IETF, removing the encrypted SNIs supported by human rights activists 
and enforcing cryptography that would allow monitoring of encrypted traffic 
by a ‘middlebox’ between a user and a website. While the ETSI justified this 
choice as useful for quality-of-service and monitoring enterprises, its implica-
tions for making mass surveillance easier were emphasised by commentators 
(Leyden 2019). Unlike other entities that are part of the Internet governance 
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galaxy, such as the Internet Governance Forum – an arena for discussion with 
no decision-making power – standardisation bodies are by design not meant 
to include civil society at large in their discussion and consensus-making 
procedures. Thus, the risk exists that the governance of online privacy and 
surveillance, including encryption issues – and in particular the governance 
that includes the making of standards for this area – will become increasingly 
unfettered from human rights. This could override traditional forms of sover-
eignty and the human rights protection system of ‘checks and balances’, to shift 
towards a ‘state of exception’ where the private sector would hold excessive and 
largely unsupervised power.

To summarise, standardisation bodies are under pressure, as they are often 
not multi-stakeholder, and their actions can cause collateral damage in the 
absence of safeguards. For all these reasons, it will be increasingly difficult to 
maintain human rights as an important component of standards-related dis-
cussions, and there is a pressing risk that standardisation will happen without 
taking them into account.

The GDPR in the multi-architectural world of online communications

While the GDPR is the first global privacy framework that extends the rights 
of European citizens into technological platforms in other national jurisdic-
tions – and for this reason has been hailed as a historic achievement of legislation 
(Gérot and Maxwell 2020) – it has been created in reference to a particular type 
of architectural configuration, one that is centralised and server-based, and the 
dominant model in the contemporary landscape of Internet-based services.

The General Data Protection Regulation is based on the core concept of 
informed consent, where in order to maintain user’s autonomy over their data, 
users must be informed both about what personal data is being collected by 
a particular web service, called the data controller, and how this data is being 
processed by possible third parties, called data processors. For example, when 
using a service such as an online newspaper, the user must be informed of 
their rights and then ‘opt-in’ to the usage of their data and its distribution to ad 
networks (e.g. Google’s advertisements) which are data processors. A citizen 
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thus ideally is granted rights and control over their data in order for their digital 
autonomy to be maintained. However, the General Data Protection Regulation 
has been controversial because of what its enforcement has led to in practice. 
As recent studies have shown (e.g. Utz et al. 2019; Herrle and Hirsch, 2019), 
citizens are cognitively overwhelmed by the scope and scale of the processing 
of their personal data, and a gap often forms between the ground-breaking goals 
of the General Data Protection Regulation and its implementation. Users are 
confronted by endless email approvals and online forms that claim to give a data 
controller consent, often phrased in inscrutable ways, and often presenting a 
‘take it or leave it approach’, leaving citizens with the impression of being forced 
to comply with a package of limitations in order to use the contemporary Web.

While it is out of scope for this book to comment extensively on the GDPR, 
we will highlight here one particular aspect: the extent to which one core hypoth-
esis that subtended its creation may affect its effectiveness when it comes to the 
tools for secure communications we analyse. For, as a regulation, the GDPR 
is fundamentally based on the paradigm of centralised architecture: the data 
controllers are assumed to be large, centralised servers under the control of 
external entities in the ‘Cloud’, with any processing of data being undertaken by 
a discrete number of data processors, assumed to be other external third-party 
‘cloud’ servers. Further, the assumption is both that these data processors are 
known in advance by the data controller and that their identity can be commu-
nicated to the user before the personal data is transferred to the data controller.

These assumptions seem problematic, though, in light of the great variety 
of architectural and encrypting arrangements we have examined. First, GDPR 
Article 24 requires controllers to implement systems capable of demonstrat-
ing that the processing of personal data is performed in accordance with the 
GDPR. For server-side ‘cloud’-based infrastructure, this seems difficult if not 
impossible, as neither the user nor any legal body has insight into the data pro-
cessing in the server-side cloud, which is opaque by design. The flows between 
data processors are thus also unknown to the user, and often processing is done 
in new and unforeseen ways via shadowy networks of data processors whose 
complexity is difficult to grasp, much less enumerate – as it is nearly impossible 
to prevent the copying of data. Second, although concrete measures such as data 
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minimisation and pseudonymisation are discussed by Article 25 (centred on 
privacy ‘by design’ and ‘by default’ as discussed above), it is unclear how they 
can be assessed based on a centralised architecture. Finally, the GDPR hinges 
not only on the promise of the server-side data controller being transparent, 
but also on the assumption that consent for these increasingly opaque dataflows 
can be meaningfully given by the user. It appears that attempting to place these 
constraints on current centralised cloud-based services is quixotic, as the data 
protection action assumes the centralised platforms’ good faith – while in many 
cases, such platforms’ business models are based primarily on data extractiv-
ism. It is likely for this very reason that centralised platforms like Facebook and 
Google would rather opt to be fined by the European Commission, or specific 
European countries – no matter how substantial the fines are – than comply with 
the substance of GDPR, which would require an in-depth ‘re-architecturing’ 
of their technologies.

What is in the GDPR, then, for more decentralised and federated architec-
tures? It has been suggested that a move away from centralised platforms to 
alternatives based on blockchain as an architectural principle could be used to 
‘re-architect’ a new generation of platforms more in line with securing user’s 
rights. However, scholars have argued that in its current state, blockchain tech-
nology is not mature enough to be compatible with data protection regulations 
(Halpin and Piekarska 2017). Institutions have mobilised on the issue as well: 
the European Union Blockchain Observatory and Forum has remarked that the 
EU’s courts and data protection authorities have so far highlighted three main 
tensions between the distributed ledger technologies and the EU’s new data 
protection rules, namely: the difficulties in identifying the obligations of data 
controllers and processors; disagreements about when personal data should 
be anonymised; and the difficulty of exercising new data subject rights. This 
includes the right to be forgotten and the possibility of erasing certain data, 
given that personal data shared on a blockchain prevents censorship (including 
changing or erasing the data by legal request of a data subject), is cryptographi-
cally intertwined into the entire blockchain by design and is public by default. 
As a solution, the authors propose four rule-of-thumb principles: Technologies 
designing systems for public usage should ‘start with the big picture’ and decide 
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whether blockchain is needed and really meets their data needs; they should 
avoid storing personal data on blockchain and use data obfuscation and encryp-
tion techniques instead; if blockchain cannot be avoided, they should favour 
private, permissioned blockchain networks; and they should be transparent 
with users (EU Blockchain Observatory 2018).

Beyond the blockchain, decentralised networks that use end-to-end encryp-
tion and privacy enhancing-technologies, both federated and P2P, are likely to 
be more easily compliant with the GDPR and superior to several applications of 
the blockchain (e.g. from an environmental standpoint – proof of work requires 
substantial computing resources, and thus energy consumption). However, the 
challenges such technologies face both at the development stage and in relation 
to large-scale adoption by users are numerous and have been discussed at length 
in this book, especially in Chapters 3 and 4. From a theoretical standpoint, in the 
case of p2p networks, the user herself is the data controller, and freely chooses 
her own data processors and who to share data with. For federated networks, the 
data controller will be the entity that runs the server. If end-to-end encryption is 
used in both these models, then in decentralised systems the personal data are 
hidden from the data controller in the federated setting and from other peers 
in a P2P setting, and so uses of the data that are not explicitly authorised by the 
user are rendered technically impossible. Privacy-enhancing technologies, as 
we have seen throughout the more empirically oriented chapters of this book, 
can then be used to limit the scope of third parties from determining even the 
metadata of communication, rendering the data anonymised by default and so 
unable to be processed without consent.

Decentralised and encrypted protocols are potentially capable of providing 
a robust technological solution for data protection, one that is compatible with 
recent legislation. A marriage between these two dynamics has been identified, 
by the NEXTLEAP project and beyond, as a promising way forward in the 
quest to ‘conceal for freedom’. However, as this book – and other previous and 
current work – has shown, ‘reclaiming the Internet’ (Aigrain 2010; Musiani 
and Méadel 2016) by fostering the coexistence of a variety of architectural, 
economic and governance arrangements, is a far-from-linear process: one that 
will include a good deal of experimentation with assemblages of human and 
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non-human actors, rearrangements in power balances and attempts to place 
Internet rights and freedoms at the core of the technical development and 
standardisation processes.

Social  studies  of encrypt ion with in Internet 
governance research:  Moving forward

In the final months of writing this book, two book-length contributions were 
published that are closely connected with the present work. Linda Monsees’ 
Crypto-Politics: Encryption and Democratic Practices in the Digital Era (2019) 
explores the post-Snowden debates on digital encryption in Germany and 
the United States, showing how discussions about the value of privacy and 
the legitimacy of surveillance practices have closely merged with controver-
sies around encryption technologies, making encryption a subject of tech-
nopolitical contestation within multiple expert circles. Philip DiSalvo’s Digital 
Whistleblowing Platforms for Journalism: Encrypting Leaks (2020) delves into 
whistleblowing platforms as an increasingly important phenomenon for jour-
nalism in the post-Snowden era, as safer solutions for communicating with 
whistleblowers and obtaining leaks; DiSalvo explores the potentials of, and 
needs for, encryption for journalistic purposes, together with the perils of 
surveillance.

Together with the kind of work we propose in this book, with our investiga-
tion of the development and user appropriation of encrypted secure messaging 
tools, these recent works reaffirm the importance of encryption as an issue 
worthy of investigation via methods and concepts derived from STS. With this 
book, we have followed developers as they interact with other stakeholders 
and with the technical artefacts they design – with a core common objective 
of creating tools that ‘conceal for freedom’, while differing in their intended 
technical architectures, their targeted user publics and the underlying values 
and business models. Together, these stories flesh out the experience of encryp-
tion in the variety of secure messaging protocols and tools existing today, and 
its implications for the ‘making of ’ digital liberties. Collectively, our book and 
these other recent works show how encryption takes shape both in visions for 
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online freedoms and in very concrete, and diverse, sets of implementations – 
and how this is a core issue of Internet governance.

Internet governance, as a recent and increasingly dynamic body of work sug-
gests, is as much about the work of institutions, and about legislative processes, 
as it is about the ‘mundane practices’ and the agency of technology designers, 
developers, hackers, maintainers and users as they interact, in a distributed 
fashion, with technologies, rules and regulations, leading to both intended 
and unintended consequences with systemic effects (Epstein, Katzenbach and 
Musiani 2016). STS approaches such as those we have adopted in this book can 
help in empirically analysing the diverse forms of decision-making and coor-
dination activities that take place beyond formal and well-defined boundaries 
(van Eeten and Mueller 2013).

Such an approach is especially relevant at a time when online surveillance 
and privacy, and the technological and legal means to limit the former and 
protect the latter, are being identified (e.g. by Mueller and Badiei 2020) as 
the pre-eminent Internet governance-related issue of the last decade. It is 
an issue that has been catalysed by the Snowden revelations, but that has its 
roots in longstanding debates about personal data, identity on the Internet 
and cryptology. Arguably, the era ushered in by the Snowden revelations is 
one where the world took full measure of the extent of the United States’ de 
facto global authority ‘by infrastructure’ on the Internet and became aware 
of the depth of the US government’s ‘dangerous liaisons’ with private inter-
mediaries (Musiani 2013). This opened up a major crisis of legitimacy for 
the US to keep on acting as the foremost actor in Internet governance, and 
arguably – even if the process was, slowly but surely, already underway before 
Snowden – contributed to the so-called ‘IANA transition’, the process through 
which the US relinquished their control of the Domain Name System root, 
and which led to substantial reforms in the accountability mechanisms used 
in managing it by the Internet Corporation for Assigned Names and Numbers 
(ICANN).

In parallel, recent years have also witnessed the rise of new ‘superpowers’ 
in Internet governance, most notably Russia and China (see e.g. Litvinenko 
2020 and Negro 2017), whose predominant strategy has been to achieve ‘digital 
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sovereignty’. This is the idea that states should reassert their authority over 
the Internet and protect their nation’s self-determination in the digital sphere, 
not by means of supranational alliances or international instruments, but by 
increasing their independence and autonomy at various technical, economic 
and political levels.

In this multi-faceted contemporary Internet governance scenario, encryp-
tion is becoming a central issue. As scholars of encryption grounded in the 
social sciences, we examine the variety of ways in which journalists and activists 
choose and use encrypted tools to communicate with their sources and explore 
the numerous arenas where technopolitical controversies about encryption 
happen. In the present work, we have analysed secure messaging protocols and 
applications as they are developed and made their own by different groups of 
pioneer users, and we shed light on the manifold ways in which the ‘making, 
governing and using’ of encryption in online communications unfolds; in doing 
so we have contributed to articulating and solidifying the study of the ‘mundane 
practices’ of Internet governance. At the same time, we have explored how 
these practices cannot do without a constant entwining with the institutional 
arenas in which political narratives and agendas about encryption unfold – an 
aspect which has been the focus of this concluding chapter. Indeed, institutions 
of Internet governance can and should be analysed with the help of the STS 
toolbox, understanding their authority not as a fait accompli, but as a result of 
their ability to renegotiate and reconfigure themselves in moments of contro-
versy and destabilisation, in order to maintain momentum and legitimacy (see 
Flyverbom 2011 and Pohle 2016).

We also contribute to conceptualising encryption as a fully interdisciplinary 
subject of study, one that is as much the prerogative of social sciences as of 
computer science and legal studies, by unveiling the ‘informal’ dimensions of 
power arrangements surrounding it. Informal they may be, but they are no 
less crucial than institutional debates and decision-making processes in co-
shaping our rights and freedoms – as citizens of online communications, and 
as stakeholders of how the Internet is governed today and will be governed 
tomorrow.
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Notes

1 The HADOPI (quasi-acronym, in French, of Haute Autorité pour la Diffusion des 
Œuvres et la Protection des droits d’auteur sur Internet) law, or ‘Creation and Internet’ 
law, was a law introduced in 2009 in France, mandating the so-called ‘graduated 
response’ or ‘three-strikes procedure’ that could eventually allow a user’s Internet 
connection to be terminated in case of repeated offense (even though enforcement in 
practice never reached this final and drastic step because of widespread controversy 
and eventual abrogation of the law).
2 See Chapter 3 and, in particular, the discussions concerning the implementation 
of Briar’s group chat.
3 One being ClaimChain, a protocol developed by the NEXTLEAP project.
4 Examples are the DECODE project, which has a decentralisation dimension in 
addition to an open-source one, and in France, the Territoire Apprenant Contributif 
(TAC) experiment in Plaine Commune, Ile-de-France, which aims to propose an 
innovative appropriation of digital technologies by the territory to test new economic 
and social models, through the implementation of a new distributed network 
architecture, https://recherchecontributive.org.
5 Recent history is again useful here, in recalling that, in an infamous case of 
subversion of a standards body, the Dual EC pseudorandom number generator 
(used to generate keys), ratified by the US standards agency NIST, had a backdoor 
placed in it by the NSA; this backdoor was placed in Juniper routers, and was later 
exploited by a yet-unknown actor to compromise these routers and then install their 
own backdoor to decrypt network traffic (Checkoway et al. 2016).
6 https://irtf.org/cfrg.
7 An Act of the Parliament in the United Kingdom (approved in 2016) that sets out 
and expands the electronic surveillance powers of the country’s intelligence services 
and law enforcement agencies.
8 https://www.fsf.org/about.
9 https://www.gnu.org/licenses/gpl-3.0.en.html.
10 https://www.gnu.org/licenses/agpl-3.0.en.html.

https://recherchecontributive.org
https://irtf.org/cfrg
https://www.fsf.org/about
https://www.gnu.org/licenses/gpl-3.0.en.html
https://www.gnu.org/licenses/agpl-3.0.en.html
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APPENDIX

INTERVIEW SELECTION 
PROCESS AND ETHICAL 
GUIDELINES

intervieW subjects Who Were aLso DeveLopers Were seLecteD accorD-

ing to pre-existing personal relationships that researchers had with the crypto-
graphic research community of NEXTLEAP research team members. Although 
this does result in some bias, we believe it is countered by the large number of 
interviews we have undertaken. The relatively small size of the global developer 
community might also be considered in mitigation. We also reached out to some 
developers via the GitLab and GitHub pages of projects to which we did not 
have personal connections (e.g. Ricochet, Conversations).

In contrast, user studies were undertaken with individuals who were selected 
more by chance. Some attended training events in their local environments 
(both high-risk, in the case of Ukraine and Russia, and low risk in the case of 
France, Germany, Austria and the United Kingdom). Some attended confer-
ences in pre-selected venues that were determined by us to be likely to attract 
high-risk users who lived in areas that, due to the level of repression they were 
likely experiencing, would make it difficult if not impossible to interview them 
in their local environment, or would make it such that they could not speak 
openly in their native environment. This was the case for users from Egypt, 
Turkey, Kenya and Iran, where the interviews took place in March 2017 at 
the Internet Freedom Festival and at RightsCon. A total of 54 interviews were 
completed in a first phase of fieldwork between autumn 2016 and spring 2017. 
We interviewed developers (17), experts from NGOs focused on privacy and 
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security, such as EFF, Tactical Tech and Privacy International (5), and eve-
ryday users (32). Developers from LEAP and Pixelated (PGP), ChatSecure 
(OTR), Signal protocol and its implementations and forks (including Wire and 
Conversations (OMEMO)) were interviewed, as well as developers from Tor, 
Briar and Ricochet that use their own custom protocols.

Within user groups we distinguish between high-risk users (14) and users 
(including researchers and students) from low-risk countries (18). The devel-
opers were all from the USA/Western Europe, and the high-risk users included 
users from Ukraine, Russia, Egypt, Lebanon, Kenya and Iran. Some high-risk 
users, due to the conditions in their country, had left (4) or maintained dual 
residency (2) between their high-risk environment and a low-risk environment. 
The ‘users’ category also includes a subset (18) of security trainers, for exam-
ple users involved in organising seminars on security, disseminating privacy-
enhancing technologies, practices and knowledge. We interviewed trainers from 
both high-risk (9) and low-risk countries (9).

A second round of interviews (28) took place in 2018. It focused in par-
ticular on aspects of project governance, and as such mostly developers (14) 
and corporate users (8) were interviewed, in addition to other users living in 
high-risk environments (6).

A specific protocol was developed in order to protect the privacy of our 
respondents: if they wished to complete the interview online, we let users and 
developers suggest a tool of communication of their choice to us. These tools 
ranged from PGP to Signal, meet.jitsi, Wire and WhatsApp. If an ‘in person’ 
interview was preferred, the interview was recorded with an audio recorder 
isolated from the Internet. We use a dedicated encrypted hard drive to store 
the interviews. Before the interview we asked our respondents to carefully 
read two user-consent forms related to the study and ask any questions they 
might have regarding their privacy, their rights and our methodology. The two 
forms were written in collaboration with UCL usability researchers and were 
based on the European General Data Protection Regulation. The documents 
included an Information Sheet and an Informed Consent Form. The first docu-
ment explained the purpose of the interview, described the research project 
and clearly mentioned the sources of funding for the project. It also provided 
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information about the length of the interview, as well as information about the 
researcher, including her email, full name, academic affiliation and the address 
of the research institution. The second form described the data processing pro-
cedures and the period and conditions of data storage; it emphasised the right 
of the interviewees to demand, at any moment, to withdraw their data from 
the research. A copy of each document was given to the interviewee. Different 
forms were used for users and developers.

Additional measures have been taken to ensure enhanced privacy for our 
interviewees. Thus, the name of the interviewee was not mentioned during 
the recording. We also adapted some questions to withdraw any elements of 
context (such as the country or the city, the precise social movement or affin-
ity group a user was involved in and so on), if interviewees asked for this. We 
respected the right of our interviewees to refuse to answer a specific question. 
However, our questions were specifically designed to focus on digital tools, 
with no biographical questions included. The names of both developers and 
users are mentioned in this book only when a user gave us permission to do so; 
otherwise, users remain anonymised and we instead use qualifying labels such 
as ‘lead developer of…’ or ‘high-risk user from…’.
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Build: In software development, the term may refer either to the process by 
which source code is converted into a stand-alone form that can be run 
on a computer, or to the form itself. One of the most important steps of 
a software build is the compilation process, where source code files are 
converted into executable code. See also https://www.techopedia.com/
definition/3759/build

Chat-over-email: An approach to designing instant messaging applications 
using email transfer protocols, such as SMTP and IMAP, often with an 
implementation of PGP on top, to offer end-to-end encryption. The most 
well-known projects of a chat-over-email app are Delta Chat, COI, Spike 
and MailTime.

Client-server: Computer networking model where the machines that com-
municate are not equivalent: one is a server, permanently on and waiting for 
connections, the others are clients, who connect when they have something 
to ask.

Client-side implementation: ‘Client-side’ means that the action takes place 
on the user’s (the client’s) computer, as opposed to ‘server-side’ which means 
that the action takes place on a web server.

Constant bit rate encoding: In telecommunications, the term indicates a 
situation in which the rate at which data is consumed by a codec (a device 
that encodes or decodes a data stream) is constant.

(Cryptographic) deniability: Encryption technique that allows ‘denying’ 
the existence of an encrypted file or message, in the sense that an adversary 
is unable to prove that the associated data exists.

Double Ratchet: Key management algorithm developed by the creators 
of Signal (Trevor Perrin and Moxie Marlinspike) in 2013, which manages 

https://www.techopedia.com/definition/3759/build
https://www.techopedia.com/definition/3759/build
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the ongoing renewal and maintenance of short-lived session keys after a first 
key exchange. It is a ‘double’ ratchet because it combines a cryptographic 
component with a key derivation function.

End-to-end encryption: Only the communicating parties can read the mes-
sage, which is encrypted in transit and on users’ terminals.

Ephemeral key exchange: See key exchange. With ephemeral methods, 
a different key is used for each connection.

Ephemeral (or disappearing) messaging: Mobile-to-mobile transmis-
sion of multimedia messages that automatically disappear from the recipi-
ent’s screen after the message has been viewed. See also https://searchcio.
techtarget.com/definition/ephemeral-messaging

Forking: Forking a piece of software during its development process means that 
developers take a copy of its source code and start independent development 
on it, creating a separate piece of software. An act of forking is generally not 
merely a technical issue, but involves a (governance/organisational) change, 
possibly conflictual, in the developer community.

Forward/future secrecy: A cryptographic feature of the last generation 
of instant messaging apps, ensuring that a user’s session keys will not 
be compromised even if the private key of the server is compromised. In 
particular, it is meant to protect past sessions against future compromises 
of secret keys or passwords.

F/OSS (Free and Open-Source Software): Software that anyone is freely 
licensed to use, copy, study and change in any way, and whose source code 
is openly shared so that people are encouraged to voluntarily improve the 
design of the software.

Gossiping/gossip protocol: A process of peer-to-peer communication 
between computers which ensures that data is disseminated to all mem-
bers of a group; in the absence of a central registry, the only way to spread 
data is to rely on each member to pass it along to their neighbours. Thus, 
gossip protocols are based on the way epidemics spread, and are also called 
epidemic protocols.

Group messaging: Holding a conversation via a messaging application 
between two or more people.

https://searchcio.techtarget.com/definition/ephemeral-messaging
https://searchcio.techtarget.com/definition/ephemeral-messaging


263

gLossary

Hash: A function that converts an input of letters and numbers into an encrypted 
output of a fixed length.

Header (email): A code snippet in an HTML email, which precedes the 
body of the email and contains information about the sender, recipient, the 
email’s route to get to the inbox and a number of authentication details. See 
https://sendpulse.com/support/glossary/email-header

Interoperability: The ability of programs (messaging apps or any kind of 
software) to exchange data and communicate smoothly with each other.

IP address: A numerical label assigned to each device connected to a computer 
network that uses the Internet Protocol for communication. An IP address 
has the two main functions of acting as a host or network interface identifier 
and providing location addressing.

IPv6: The most recent version of the Internet Protocol, the communications 
protocol that provides an identification and location system for computers 
on networks and routes traffic across the Internet.

Key exchange (v. key discovery): In public key cryptography, key 
exchange is the method by which cryptographic keys are exchanged between 
two parties; key verification is any way that lets you match a key to a person, 
making sure that it is indeed that person who uses the key (see e.g. https://
ssd.eff.org/en/glossary/key-verification)

Key management: All operations related to the management of cryptographic 
keys in an encrypted system, including their generation, exchange, storage, 
use, destruction and replacement.

Latency: In engineering, latency is the time interval between a stimulation and 
a response, or, from a more general point of view, a time delay between the 
cause and the effect of some change in the system being observed.

MAC (media access control) address: A unique identifier assigned to a 
network interface controller (a hardware component connecting a computer 
to a network) to use as an address in a communication.

Mail User Agent: a computer application that allows a user to send and 
retrieve email – colloquially called an email program.

Man-in-the-middle attack: In computer security, MITM is an attack 
where the attacker secretly relays and possibly alters the communications 

https://sendpulse.com/support/glossary/email-header
https://ssd.eff.org/en/glossary/key-verification
https://ssd.eff.org/en/glossary/key-verification


264

conceaLing For FreeDom

between two parties who believe that they are directly communicating 
with each other.

Mesh networks: A network model in which the infrastructure nodes connect 
directly, dynamically and non-hierarchically to as many other nodes as pos-
sible and cooperate with one another to efficiently route data.

Metadata: Succinctly defined as ‘information about information’, the data 
providing information about one or more aspects of the data itself. Metadata 
is used to summarise basic information about data, which can make tracking 
and working with specific data easier.

Mixnet (mix network): Routing protocols that create hard-to-trace commu-
nications by using a chain of servers known as mixes, which take in messages 
from multiple senders, shuffle them and send them back out in random order 
to the next destination. De facto, this breaks the link between the source of 
the request and the destination, making it harder for third parties to trace 
end-to-end communications.

Network-layer protection: The network interface layer is the physical 
interface between the host system and the network hardware, which defines 
how data packets should be formatted for transmission and routings. This 
layer has several security vulnerabilities unique to it, needing specific pro-
tection responses.

Non-repudiation: Assurance that someone cannot deny the validity of a 
particular operation; in cryptography, the concept refers to a service that is 
able to provide proof of the origin of data as well as their integrity.

OMEMO: stands for ‘OMEMO Multi-End Message and Object Encryption’, 
an encryption protocol developed to solve specific limitations and problems 
that existed both in OpenPGP and in OTR. It provides future and forward 
secrecy and deniability and gives the possibility of message synchronisation 
and offline delivery.

Open standards and protocols: non-proprietary, open source, well-
documented protocols that have been standardised by relevant institutions 
and are available to be reused and shared by the wider developer community. 
Open standards are usually believed to ensure better interoperability and 
improve further collaboration between projects based on open standards.
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Out of band (data): The data transferred through a stream that is independ-
ent from the main data stream (‘in band’). An out-of-band data mechanism 
provides a conceptually independent channel, which allows any data sent 
via that mechanism to be kept separate from in-band data.

OTR (Off-the-Record Messaging): A cryptographic protocol that provides 
encryption for instant messaging conversations. In addition to authentica-
tion and encryption, OTR provides forward secrecy. Version 4 of the 
protocol (OTRv4) is currently being designed by a team led by Sofía Celi 
and reviewed by Nik Unger and Ian Goldberg.

Passive attack: An attack on a network in which the attacker does not – as it 
cannot – interact with any of the parties involved, thus attempting to break 
the system solely based upon observed data.

Pastebin: A type of online content hosting service where users can store plain 
text.

Patent disclosure: A public claim of data about an invention; more gener-
ally, any part of a patenting process in which data regarding an invention is 
disclosed to the public. A patent disclosure is used by individuals such as 
inventors and attorneys, seeking to prepare a patent application. A patent 
disclosure provides information on the invention and its originality/unique-
ness. See also https://www.upcounsel.com/patent-disclosure.

Peer-to-peer (p2p): Computer networking model where two machines or 
two humans communicate directly to exchange messages, files, or other data.

Primitive (cryptographic): Well-established, low-level cryptographic algo-
rithms, frequently used as a basis to build cryptographic protocols.

Protocol: Referring to the Internet, this word indicates a set of criteria and 
procedures that provide the conceptual model of the network of networks, 
as well as the set of specifications that explain how data should be regrouped 
into packets, addressed, transmitted, routed and received.

Public-key (or asymmetric) cryptography: Cryptographic system that 
uses pairs of keys: public keys which may be disseminated widely, and private 
keys known only to the owner.

Public-key infrastructure: The set of roles, policies and procedures needed 
to create, manage, distribute and use public-key cryptography.

https://www.upcounsel.com/patent-disclosure
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Pull request: In software development, a pull request is a method of 
submitting contributions to an open development project, which occurs 
when a developer (or an expert user) asks for changes committed to an 
external repository to be considered for inclusion in a project’s main 
repository.

PGP (Pretty Good Privacy): An encryption programme that provides 
privacy and authentication for online communications. PGP is used for 
signing, encrypting and decrypting texts, e-mails, files, directories and disk 
partitions, as well as increasing the security of e-mail communications.

Security vs Usability: A widely discussed hypothesis according to which it 
is extremely hard to design truly secure communication systems and still 
keep them user-friendly.

Server Name Indication (SNI): An extension to the Transport Layer 
Security (TLS) computer networking protocol by which a client indicates 
which hostname it is attempting to connect to at the start of the handshak-
ing process.

Server-side archives: When an e-mail program uses this option, the mail 
server archives to the mail server itself, or to another server designated as the 
archive server. This is opposed to client-based archiving, when the individual 
workstations process mail file archiving. Mail is archived either to the mail 
server, a designated server, or to its local workstations.

Server-side encryption: Data is encrypted on the server (of the company 
providing the messaging services).

Social graph: A graph (representation of a structure) representing social rela-
tions between a set of entities, e.g. individuals.

TLS (Transport Layer Security): Cryptographic protocol designed to 
provide communications security over a computer network. TLS aims 
primarily to provide data integrity and privacy between two or more com-
municating computer applications.

Two-factor authentication: In an Internet-based service, this is a method 
of confirming users’ claimed identities by using a combination of two among 
these different factors: (1) something they know, (2) something they have, 
or (3) something they are.
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XMPP: Extensible Messaging and Presence Protocol, originally named Jabber 
and created by the eponymous community, is a communication protocol 
based on XML (Extensible Markup Language). Unlike most instant mes-
saging protocols, XMPP is defined in an open standard and uses an open 
systems approach for its development and application. https://xmpp.org/

UI/UX design: User experience design is the process of influencing user 
behaviour by acting upon some features of a product, such as usability and 
accessibility. User interface design is the design of the graphical layout of 
an application – all the items the user interacts with. The two processes are 
generally considered as part of a whole.

Untrusted server problem: Being able to provide security even in the event 
of a ‘worst case scenario’ server breach, where an attacker has full control of 
server resources, including the ability to read and modify back-end applica-
tion code and data and remain undetected for at least some time.

Upcycling (of protocols): An approach to designing instant messaging 
applications by reusing existing open standards and protocols, instead of 
creating new ones. This approach is said to increase interoperability and help 
engage bigger communities of developers, as it is based on open standards 
or well documented protocols.

Usable security: The interdisciplinary research field that addresses the usabil-
ity of secure communication technologies.

https://xmpp.org/
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